6 THE SINGLE‑SOURCE CONCEPT

At its simplest, the concept of single‑source data is the measurement of marketing cause and market place effect using the same data source. This enables the marketer to observe the causal relationship.

Jim Spaeth and Mike Hess, "Single‑Source Data ... the Missing Pieces"

Social Science research aims to develop causal propositions supported by data and logic.

1. X( Y X might influence Y but Y does not influence X,

2. X(Y Y might influence X but X does not influence Y,

3. X(Y X and Y might influence each other,

4. X<‑‑>Y X and Y might show statistical coordination.

The word might appears in each formulation. It is not necessary to know that X does cause Y, it is only necessary that causation is conceivable or possible. Thus an arrow indicates potential flows of causation, not necessarily actual flows. The situation is like a street map indicating one‑way streets. It does not tell us whether there are any cars on the streets, but if there are any, it tells us which way they can move.

James E. Davis, The Logic of Causal Order

INTRODUCTION

The single‑source system represents a natural stage in the evolution from impressive but disconnected research databases to fully integrated marketing research systems. Disconnected databases have often defined market areas, product categories, and market facts differently. Older systems typically collected data manually, responded slowly, and delivered market‑level reports rather than reports disaggregated to a region, store, or household. In contrast, single‑source suppliers assemble data for UPC‑scannable items in supermarkets and drug stores, augment these data with data from household panels, and produce reports so that clients can baseline, track, forecast, and optimize important sales and marketing variables.

This chapter discusses InfoScan and SCANTRACK, the two major single-source systems offered, respectively, by Information Resources, Inc. and A. C. Nielsen.' Both systems evolved from less sophisticated, less integrated research products. InfoScan followed BehaviorScan, IRI's flagship television cut‑in service. SCANTRACK grew out of A. C. Nielsen's Food Index Store Audits service and its ERIM Testsight project. ERIM was designed to compete with BehaviorScan but was abandoned in 1988 as demand for television cut‑in services diminished.' (See the appendix to this chapter for a brief history of developments in marketing research that produced today's single‑source systems.)

This chapter is designed to provide a general but complete overview of the single‑source concept. Key terms such as store panel, household panel, active city, passive city, scanner universe, and trade environment are defined and illustrated using InfoScan, SCANTRACK, or both. However, detailed comparisons between the two existing systems are postponed until Chapters 7‑11 in order to first develop a top‑down understanding of these complicated systems.

WHAT IS THE SINGLE‑SOURCE CONCEPT?

In their published literature, Nielsen and IRI understandably emphasize their respective system's unique strengths and operational characteristics, focusing on commercial differences rather than on their conceptual common ground. The characteristics these systems share suggest the following definition of a single-source system: 3

A single‑source system records each marketing signal that impacts a household either directly (in‑home) or indirectly (through the retailer), traces the route and medium these signals took to reach that household, and partitions the household's purchase behavior in a way that links it with signal content.

In other words, the objectives of a single‑source system are:

1.
To measure causal factors (price, product, promotion) at their point of effect (in the home or in‑store)

2. To trace how and when these factors affect consumer behavior

3.
To identify where each signal originates (with the manufacturer or with the retailer)

4.
To collect data at strategic points in the product movement pipeline (factory, warehouse, retail, and home)

5.
To analyze these data to identify how marketing forces interact with household geodernographics and retail trade behavior to influence consumption patterns

6.
To deliver actionable information to management in three client segments: manufacturers, retailers, and advertising agencies


To obtain the data, each system’ s in‑store scanners monitor prices and price promotions for all UPC‑scannable items; in‑store audits monitor selected product placements and merchandising displays weekly; in‑home meters monitor television viewing in certain panel households; and audits monitor magazine and newspaper advertising in panel cities.

DATA COLLECTION

The two major single‑source suppliers collect and integrate data somewhat differently. Figure 6.1 shows five primary nodes in the packaged goods channel and the data that can be collected between nodes. However, not all of these data collection points are actually used. For example, A. C. Nielsen collects data using in‑store scanners and supplements these with in‑home scanning, but it does not monitor factory or warehouse withdrawals. IRI relies exclusively on in‑store scanners; that is, it uses only the third link of the four possibilities *

In‑store scanning, the critical component in these systems, is used in two ways. First, the data are summarized and reported at the store level. Second, store data are coordinated with data on individual consumers, obtained from a household panel dispersed among a system's "member" cities.
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Figure 6.1 Data Collection Points

Table 6.1 Single Source systems: Summary


InfoScan
SCANTRACK





Major markets
49
50

Other markets
17 (optional) 
25 (projection areas)





Panel households



In‑store (grocery)
60,000
14,000

In‑store (Rx)
15,000
‑

In‑home
‑
15,000

Retail store panel



Total stores
2,253
2,675

Total chains
66
50





Latest available data as of June 1, 1991.

Table 6.1 indicates the relative sizes of the (grocery) household panels in the two systems. IRI's system has 60,000 households spread among 49 standard and 17 optional markets, and Nielsen has 29,000 households in 50 cities. Panel households are samples from the larger U.S. population of all households, and the store panels are samples from the population of U.S. grocery stores. Properties of these samples and characteristics of the respective populations from which they are drawn are discussed in detail later in this chapter and in Chapter 7.

Databases

Data from both households and stores are accumulated in five primary databases: a household database, a store database, a retail factors database, a promotion factors database, and an advertising database. As Figure 6.2 shows, these databases fall into three environments: the consumer environment, the trade environment, and the promotion environment. The power of a single‑source system is generated by a complex set of interactions among these three environments. In the simplest of terms, the system must track what products were sold (the trade environment); who bought these products (the consumer environment); and why these products were bought (the promotion environment).

The remainder of this chapter is devoted to developing a thorough understanding of each of these environments as well as the data collection methods associated with each and the databases so formed. Examples from each system are provided to illustrate concepts, but a detailed comparison of the systems is postponed until Chapter 7. This chapter and Chapter 7 focus on the supply side of single‑source systems; Chapters 9, 10, and 11 focus on the demand side, presenting three client segments that use single‑source data. Chapter 8 introduces the framework used in Chapters 9‑11 to classify single‑source report types.

SINGLE‑SOURCE CONSUMER ENVIRONMENTS

The household database stores information from a panel of thousands of households divided into a small active panel and a much larger passive panel. Households in both panels grant the research firm permission to store and retrieve information about their purchase behavior and geodemographic makeup. The key difference between the active and passive constituents is summarized in the following definitions.

Active panel:
A collection of households in which every significant marketing influence is monitored for each member household

Passive panel:
A collection of households in which only selected marketing influences (such as coupon redemption) are monitored

Data are collected primarily by in‑store UPC scanners but also by handheld scanning devices operated either at the point‑of‑sale or at home by panel members.
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TIGURE 6.2, Databases in a SingleSource System




The Active Panel

To form its active panel, a single‑source supplier contracts with individual households in a town, with the town's available media, and with the town's major retailers in order to control all sources of marketing influence on a household's purchase behavior. To ensure control, an active panel is typically distributed among 10 or fewer small towns (population 70,000 to 200,000; see Table 6.2 for details), each served exclusively by cable television or else sufficiently isolated so that over‑the‑air signals can be protected from spillover from neighboring cities. These towns must also meet a number of other criteria in their retail and promotional environments.

Active panels were originally developed for TV cut‑in experiments. In a TV cut‑in, a client tests two competing advertising strategies 4 _ such as two different commercials or (more commonly) two campaigns consisting not only of unique commercials but also of a battery of coupon, print‑ad, in‑store, and pricing treatments. Households in an active panel have televisions equipped with individually addressable taps, so that a test ad can be inserted in a time slot reserved by the client. Participating families are also exposed to a newspaper ad or a direct mail flyer coordinated with their particular TV ad. A household is unaware that its ad may differ from that of its neighbor.

The purchase behavior of members of each treatment group is traced via UPC scanning at the checkout counter (or later, in the home), and reports are delivered to assist the client in choosing between the competing campaigns. Tests typically run for a period of six months to a year, depending on the repurchase cycle of the product category.

Packaged goods manufacturers employ active panels for three reasons. First, using a single‑city test drastically reduces the contaminating effects of nonsampling factors or geodemographic mismatches prevalent in traditional test markets using household samples from different cities.' Second, there is less likelihood that a competitor can sabotage a test, since the client has considerable control over the promotion and retail environments in the test city. Third, with individually addressable taps, subsequent treatments in a town can be applied to a completely new randomization of the household panel. Thus there is little fear of bias due to sampling error, learning, or buildup effects.

The Passive Panel

The passive part of a single‑source panel is much larger than the active part; participants reside in most major metropolitan areas in the United States, and testing involves neither total urban coverage of media nor retail coordination. TV viewing by passive panel members is monitored in some cases, but the promotional environment does not permit TV cut‑ins or coordination with other media.

Table 6.3 provides a sketch of the major differences between an active panel and a passive panel. The main purpose of a passive panel is to track product movement among packaged goods and pharmaceuticals rather than to ensure experimental control. Passive households numbering several thousand in a single city are clustered in a few neighborhoods chosen carefully for their demographic

Table 6.2 Single – Source Systems: Active Panels


Town (000s)

Panel







Location
Population 
Households 
Households 
TV'









InfoScan (BehaviorScan)c









Cedar Rapids, IA
188
73
3,000
cbI addr 2,000

Eau Claire, WI
117
42
3,000
cbI addr 2,000

Grand Junction, CO
113
42
3,000
cbI addr 2,000

Marion, IN
78
28
3,000
cbI addr 2,000

Midland, TX
116
42
3,000
cbI addr 2,000

Pittsfield, MA
92
35
3,000
cbI addr 2,000



SCANTRACK



Sioux Falls, SD d
89
35
3,000
ota addr 2,000

Springfield, Mod
211
79
3,000
ota addr 2,000







Nielsenl NPD'





Chicago





Los Angeles





New York





Philadelphia





San Francisco





Key: addr: Individually addressable


cbl: Cable television

ota: Over‑the‑air television

This information is valid as of January 1, 1991, but is subject to change. Figures were obtained from company brochures, discussions with corporate personnel, and the Rand McNally Commercial Atlas and Marketing Guide, 119th ed. Chicago, New York, and San Francisco: Rand McNally, 1988.

' Individually addressable TVs can be placed in different treatment groups for different tests. Split‑cable markets have two fixed treatment groups used for all tests. Note that not all panel households have addressable TVs. For example, ofthe 3,000 panelists in a BehaviorScan market, only 2,000 are addressable.

' BehaviorScan consisted of nine markets in 1989. However, three of these ‑Rome, GA; Salem, OR; and Williamsport, PA‑were phased out early in 1990.

' Sioux Falls and Springfield were formerly part of Nielsen's ERIM project but are now part of SCANTRACK's active panel.

' Local market samples range in size from 300‑1,700 households all equipped with in‑home scanners. Of the 15,000 households in the Nielsen/NPD sample, 5,000 have TV meters using over‑the‑air technology, with this figure rising to 7,500 by 1995. Nielsen's Monitor‑Plus system will be associated with each of these households. See Chapter 11 for details on Monitor‑Plus. See also Lewis C. Winters, "Home Scan vs. Store Scan Panels: Single‑Source Options for the 1990s," Marketing Research 1(4) (December 1989), pp. 61‑65.

representativeness and for their patronage of participating stores.6 For example, the Nielsen SCANTRACK panel in Los Angeles consists of 4,000 households patronizing 16 stores. Nielsen uses area probability sampling to ensure that projections are statistically sound within each trading area.

TABLE 6.3. Active versus Passive Panels

Criterion
Active Panel
Passive Panel

Main objective
Controlled
Product movement


experiments
tracking


Test marketing
National and re​



gional coverage

City type
Small, demographic
Major metro area

(number of cities)
profile similar to
(many, 35‑50)


general U.S. (few,



2‑10)


TV cut‑ins
Yes
No

(cable or network)



Retail coverage
Nearly complete;
Partial; small pro​

(stores)
all major grocery
portion of city total


and Rx
in selected neigh​



borhoods

Promotional
One newspaper:
Varies; no coordina​

Environment
coordination with
tion with media or


direct mail, radio,
in‑store promotions


in‑store promotions


Aggregation and Reports

The most powerful aspect of single‑source data is that they are disaggregate. They can be presented to management from virtually any point of view to address a wide range of questions. Furthermore, household data are more powerful than store‑level data because they are more disaggregate. Household data are nested within store data. Nesting means that household‑by‑household transactions can be aggregated upward to the store level. For example, household data can be reported by demographic split (such as men versus women), by ethnic group, or by loyal versus nonloyal buyers‑three perspectives unavailable at the store level. Store‑level data can be presented by shelf‑keeping unit (SKU) within brand,7 by brand within category, by store department, by retail chain, and by time period. But store‑level data cannot be partitioned b~ consumer demographics, brandloyalty measures, or any other characteristic that refers to a household rather than a store. For example, using sales receipts for an entire store for a given week, a system cannot report what percent of those sales or which particular sales were made to Hispanic households. Store data per se are not "tagged" to household characteristics. In sum, store‑level sales are the aggregate of individual transactions in that store. Individual transactions offer a finer level of resolution and, consequently, more reporting possibilities.

It would seem, then, that the best single‑source database is the one that collects the most household data. In practice, however, this is not a valid conclusion. A client firm must choose among single‑source services based on a variety of strategic considerations and information needs. Single‑source suppliers differ with respect to their flexibility and willingness to customize reports, the types of standard. reports  they offer, their promptness in replying to inquiries, their expertise in setting up and integrating databases, their willingness to provide training iii the analysis of scanner data, and their analytic capabilities. Competition between A. C. Nielsen and IRI is fierce on each of these dimensions. Details about differences between these two suppliers are provided in Chapters 7‑11.

SINGLE‑SOURCE TRADE ENVIRONMENTS

Trade refers to both retail and wholesale trade in the packaged goods sold in supermarkets, drug stores, and mass ‑merchandise stores. The term retail environment means the collection of major retailers, smaller chains, and independents included in a system's trading areas. A single‑source system samples from the population of all such stores. This sample can be characterized by the total number of stores included, the cities in which these stores are located, the neighborhoods within each city, and the geodemographics of this store by‑city combination. The major cities in each system's store panel are shown in Table 6.4.

Different trade environments can be compared on several attributes: the in‑store versus out‑of‑store environment, the market type (such as active versus passive city), and the data collection technique(s) employed.

In‑Store versus Out‑of‑Store

The in‑store environment consists of shelf stock, the physical arrangement of a store, its size, the number of checkouts, and other characteristics, such as store hours and specialty departments. In contrast, the out‑of‑store environment is characterized by the geodemographics of neighborhoods within cities.

The in‑store environment interacts with the consumer environment via the data collection process. For example, a single‑source system that relies exclusively on in‑store scanners cannot monitor trade activity in neighborhoods served by non‑scanner‑equipped stores. (Such stores are usually small and may exhibit definite ethnic patterns in both ownership and product lines carried.) Reports based solely on in‑store scanners will underestimate the volume of certain items and misrepresent brand choice among certain demographic segments. Systems that supplement in‑store scanners with in‑home devices can capture information that would otherwise elude the system; they improve a system's “coverage." However, costs increase when in‑home scanning techniques are used because this form of data collection is intrusive. It requires high incentives to gain and keep cooperation among panelists. In brief, the value of total retail coverage is not infinite, and the price that single‑source clients are willing to pay for improved coverage is limited.

The Trade Environment in Active versus Passive Markets

The trade environment in active towns differs substantially from that in larger metropolitan areas where passive panels reside. These differences may impact market share and other measures extracted from single‑source data. For example, 

Table 6.4. Single‑source store panels







InfoScan
SCANTRACK










Number of
Percent
Number of
Percent


Stores
ACV
Stores
ACV








Albany
30
78
31
80

Albuquerque
13
81
‑
‑

Atlanta
44
79
57
79

Baltimore
53
85
35
86

Birmingham
31
77
46
80

Boise
12
77
‑
‑

Boston
54
83
78
83

Buffalo
39
87
41
85

Charleston
14
77
‑
‑

Charlotte
30
76
31
76

Chicago
62
93
83
89

Cincinnati
36
85
50
83

Cleveland
35
86
59
81

Columbus
30
86
45
85

Dallas
51
76
67
83

Denver
44
84
56
87

Des Moines
14
77
32
75

Detroit
41
86
62
83

El Paso
13
74
‑
‑

Grand Rapids
30
86
34
83

Green Bay
13
81
‑
‑

Harrisburgh
12
82
‑
‑

Hartford
41
85
42
85

Houston
46
78
75
78

Indianapolis
31
88
59
85

Jacksonville
30
77
37
74

Kansas City
36
76
52
79

Knoxville
15
72
‑
‑

Little Rock
30
69
36
73

Los Angeles
78
92
114
92

Louisville
30
76
41
75

Memphis
31
68
39
69

Miami
45
86
60
83

Milwaukee
34
92
47
90

Minneapolis
37
78
54
81

Nashville
31
64
39
69

New Orleans
39
80
58
78

New York
86
88
124
88

Norfolk
‑
‑
‑
‑

Oklahoma City
39
75
50
75

Omaha
26
78
32
78

Orlando
32
82
37
79

Peoria
13
90
‑
‑

Philadelphia
54
83
66
84

Phoenix
41
80
40
83

Pittsburgh
38
82
59
81

TABLE 6.4. (Continued)

InfoScan
SCANTRACK










Number of
Percent
Number of
Percent


Stores
ACV
Stores
ACV








Portland, ME
15
81
‑
‑

Portland, OR
55
83
62
85

Providence
30
83
‑
‑

Quad Cities
‑
‑
‑


Raleigh
33
74
40
73

Richmond
34
79
35
76

Roanoke
13
79
‑
‑

Sacramento
32
84
38
85

Salt Lake City
34
84
43
80

San Antonio
31
79
41
76

San Diego
35
89
46
89

San Francisco
50
88
69
88

Scranton
15
87
‑
‑

Seattle
41
87
57
86

Shreveport
14
73
‑
‑

Spokane
13
85
‑
‑

St. Louis
42
79
60
83

Syracuse
16
82
33
82

Tampa
41
82
73
80

Toledo
13
91
‑
‑

Tulsa
18
74
‑
‑

Washington
‑
‑
60
84

Wichita
28
72
‑
‑

Total cities
66

50


Total stores
2,253

2,675


Notes:

"Number of stores" shows within each local market how many stores are included from the $2 million grocery universe.

"Percent ACV" indicates what percent of the total all‑commodity volume in that market is accounted for by a system's store sample.

an active town is small and usually has only a few major grocery stores. A typical case is Eau Claire, Wisconsin, a BehaviorScan market that has eight supermarkets representing two major chains, three smaller chains, and three independents.

In passive cities the retail environment is much richer, more diverse, and embedded in a consumer mosaic that differs from that found in active towns. For example, the major supermarket chains in Nielsen's Los Angeles SCANTRACK location bear little resemblance to active‑panel towns such as Eau Claire, Sioux Falls, and Springfield.

An important feature of the stores selected in major metropolitan areas is that they must have all‑commodity‑volume (ACV) sales exceeding $2 million annually.  InfoScan has consistently defined its scanner universe at this threshold, but Nielsen originally used $4 million annually for SCANTRACK, adding the $2‑4 million store universe to its system in 1988.

The promotion and advertising environment
Figure 6.3 provides an overview of the promotion and advertising environment in a single‑source system. The promotion environment is shown on the left side and the advertising environment on the right. In either case, the strategy and tactics for a particular SKU, brand, or product line begin with a manufacturer and end with consumer demand at the household level.

Strategies can be implemented in five basic ways: (1) directly (manufacturer to household); indirectly through (2) the trade, (3) the retailer, or (4) both; and (5) indirectly through a particular advertising medium. For example, a manufacturer may offer a refund as an on‑pack, mail‑in coupon. This type of promotion is a direct link with a household, involving neither the retailer nor an advertising medium. A manufacturer might also offer a price cut to retailers as part of a trade promotion, and all or part of this cut might be passed on to consumers. Retail chains also act independently to offer price cuts, complimentary items, extra volume, and so forth; these promotional mechanisms may or may not be based on manufacturer incentives. Finally, certain strategies are implemented through broadcast media, print media, or direct mail. For example, a manufacturer might include a cash rebate coupon in one of its print ads.'

Each supplier has a proprietary name for its particular set of services that monitor promotional activity. IRI uses its PromotionScan System to analyze the effectiveness of trade and consumer promotions in generating incremental sales volume nationally, by market, and by retail chain. Nielsen's SCAN*PRO Monitor uses data gathered from the nearly 2,700 supermarkets in its system to analyze past, present, and future effects of in‑store displays, price reductions, and newspaper advertising by retailers. Despite its sale of scanner contracts to IRI, SAMI still offers its FeatureFax and CouponFax systems. For example, the FeatureFax system tracks retailer features daily in 100 metro markets. FeatureFax was the first to score ads using a graded (1‑4)-quality index, but IRI and Nielsen have followed suit.

The effects of promotion variables are accounted for by partitioning sales, share, and profit into a base and an incremental portion. The base sales for a brand are determined by tracking its sales in all weeks that are free of promotional manipulations. Proprietary formulas are used to factor out the influences of seasonal patterns, competitive promotions, and economic trends in order to develop an accurate week‑by‑week forecast of what would happen if the market were left free to settle to a "natural equilibrium.” Incremental sales are then defined as the difference between actual sales and this baseline. Incremental sales are divided further into various consumer segments (such as loyal buyers versus deal buyers), so that a brand manager gains a complete picture of the effects of strategy and tactics on sales, profit, and consumer behavior.
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CONCLUSION

This chapter analyzed the main features of single‑source research systems. These systems are designed to supply actionable reports to clients in three segments: Manufacturing, retailing, and advertising. In a typical single‑source system, reports are generated from five databases. The store database collects information on stores within fixed geographical reference frames to determine what products are bought, when, and where. The household database collects data, using both active and passive panels, to determine who bought these products. Three other databases‑the retail factors, promotion factors, and advertising databases ‑accumulate information about causal influences on consumer purchase behavior, including the ads, prices, and features to which households are exposed in their local shopping environments.

Each major supplier of single‑source data implements these generic concepts in different ways. Although some examples were provided here, the next few chapters provide considerably more detail about the unique characteristics of InfoScan and SCANTRACK and, to a lesser degree, about newer services such as Viewfacts. Because of the rapid change in this industry, new competitors are likely to enter, and existing competitors may soon start to diversify or seek specialized niches for their product offerings. Anticipated changes are discussed in other sections of the book.

Notes

1. A third system, SAMSCAN, offered by Arbitron/SAMI Corporation, was discontinued in October 1990. At that time, the 200‑plus SAMI contracts were assigned to Information Resources, Inc. After February 22, 1991, clients could sign with either IRI or Nielsen. See Advertising Age (January 14, 1991), p. 21.

2. SAMSCAN was an outgrowth of SAMI's warehouse withdrawal service and its corporate merger in 1986 with Burke Marketing Services Corporation. This merger was dissolved in July 1989.

3. See also David J. Curry, "Single‑Source Systems: Retail Management Present and Future," Journal of Retailing 65 (Spring 1989), pp. 1‑20.

4. Occasionally, but rarely, three‑way or four‑way splits are used. Higher‑level splits seriously diminish the power of a test, making results difficult to interpret.

5. Since active panels are located in several towns, multiple test sites can be used if desired. Even so, the treatment groups for a given test do not correspond to cities but rather are randomly selected (and optimally matched) within and between cities.

6. The data suppliers report that the initial cooperation rate when panel members are recruited is about 40 to 50 percent for an in‑store panel and about 10 percent for an in‑home panel.

i. A shelf‑keeping unit (SKU) is a narrowly defined category designed to capture the items among which a consumer might choose when making a single purchase decision. SKU categories are typically delineated by package size, product flavor, container type, and color.

8. Of the 30,400 supermarkets with 1991 sales exceeding $2 million, 20,672 or 68 percent were equipped with UPC checkout scanners. See Nielsen's International Market Review Service, Nielsen Marketing Research, Table 17.

9. For further details, see Robert C. Blattberg and Scott A. Neslin, Sales Promotion: Concepts, Metliods, and Strategies, Englewood Clifrs, NJ: Prentice‑Hall, 1990.

10. A baseline value is not a simple statistical average of a brand's sales or

market share over time, but an estimate (usually the intercept term) from a comprehensive volume or share model. For example, to derive a baseline volume, InfoScan and SCAN*PRO use an Erlang (1,I) exponential smoothing model. SCAN*PRO makes two passes through the data to first identify and then eliminate the effects of anomalous data points. To determine the baseline for market share, Lee G. Cooper

and Masao Nakanishi (Market Share Analysis: Evaluating Competitive Marketing Effectiveness, Boston: Kluwer Academic, 1988, pp 162‑164) suggest several alternative models, all of which are special cases of either the multiplicative competitive interaction model or the multinomial logit model discussed in Chapter 18.

APPENDIX 6A:

SINGLE‑SOURCE SYSTEMS: A BRIEF HISTORY

In late 1986, when it introduced lnf0Scan, IRI was the first to use the term 11 single‑source" to describe an integrated, scanner‑based research system.' This appendix reviews major developments in marketing research that led to the single‑source concept. Divergent research lines are not discussed, but definitive histories of these topics can be found elsewhere. 2

This retrospective is organized by marketing research era. As Table 6.5 shows, these eras roughly correspond to decades of the twentieth century. Sections in this appendix note key events in each era and suggest the relevance of these events to single‑source systems. The years 1900 through 1950 are reviewed rapidly, with greater attention devoted to more recent developments, especially to the period of accelerated evolution following IRI's introduction of BehaviorScan in 1978.

The Early Years (1900‑1950)

Single‑source systems illustrate just how far marketing research has advanced in a remarkably brief time. Formal marketing research had its origins little more than 80 years ago, in 1911,when Charles Coolidge Parlin became the first professional marketing researcher, Parlin's early studies with Curtiss Publishing Co. were concerned exclusively with institutional practices. He concentrated first on problems in the agricultural implements industry and later on wholesaling and retailing activities in the textile industry. Because of the interest his early studies aroused, research departments were established at both U.S. Rubber in 1915 and Swift and Co. in 1917,

The A. C. Nielsen Company was founded in 1923 to conduct "performance surveys"‑ engineering and eco4omic studies‑of machinery manufacturers. 3 However, in 1928 the company began conducting surveys with customers of these companies, thereby shifting research focus from institutional practices to consumer behavior.

After a decade of growing acceptance during the 1920s, marketing research blossomed in the 1930s with the widespread use of descriptive statistics, graphs, and charts and, in 1937, with Lyndon Brown's publication of the first marketing research text. During this period, researchers recognized the advantages of collecting data in longitudinal studies, and today's automated systems with their extensive tracking ability are traceable to these path breaking efforts. In fact, Nielsen's Food Index, a direct precursor of SCANTRACK, was created in 1933 using data from a national panel of retail food stores.

At the same time, researchers increasingly realized that in the absence of careful collection and analysis standards, data could be misleading. Significant developments in inferential statistics and experimental design began to strongly influence how research studies were conducted. Analysts of that era became aware of the need to construct sampling plans carefully, to control sources of error, and to report the standard errors of their estimates. Confidence intervals and hypothesis tests became widely used, And in 1949 Robert Ferber published Statistical Techniques in Marketing Research, an impressive volume that collected

TABLE 6.5. Eras In Marketing Research




Relevance for




Single‑Source

Era
Dates
Systems
Key Events

Institutional
1911‑1920
First use of for‑
J. George Frederick establishes

Studies

malized market‑
The Business Bourse (1911).



ing research
Charles C. Parlin becomes mar​




ket research professional at




Curtiss Publishing Co. (1911).




Research depts. are estab​




lished at U.S. Rubber (1915)




and Swift and Co. (1917).




C. S. Duncan publishes Com​




mercial Research: An Outline of




Working Principles (1919).

Acceptance
1921‑1930
Focus shifts from
A. C. Nielsen is founded (1923)

and Growth

firm behavior to
and conducts first market sur​

of Marketing

consumer behav‑
veys (1928). First Census of Dis​

Research

ior 
tribution (1929).

Descriptive
1931‑1940
Data are col‑
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important developments in statistics and showed how they could be applied in marketing research studies.

The Period 1950‑1978

Following World War 11, marketing research activity increased dramatically, paralleling the growing acceptance of the marketing concept. By 1950 there were more than 200 marketing research firms in the United States with total sales exceeding $50 million dollars per year.' By 1970 marketing research revenues had increased tenfold, to more than $500 million dollars annually.

Important Connections

Several important developments that bear directly on today's single‑source systems occurred during the 1950s and 1960s. Two of the most important were Nielsen's Television Index Service, launched in 1950, and the Home Testing Institute, created in 1951.


In 1936 Nielsen acquired from two MIT professors‑ Robert Elder, an electrical engineer and Robert Woodruff, a marketing instructor- the rights to a crude version of the audiometer. In 1942, after improving the device, Nielsen invited 1,000 families in nine states to be members of its first Radio Listeners Panel, thereby launching the Nielsen Radio Index, which continued until 1964.

Experience with the radio panel was so positive that Nielsen adapted its device to the emerging television technology. The company tested its new "telemeter" in 1948 and began using it on a full‑scale household panel in 1950. The telemeter was the forerunner of today's high‑tech devices, such as the People Meter and Passive People Meter, that collect detailed TV viewing data from single‑source households.

The other relevant development of the 1950s, the Home Testing Institute, had multiple influences on today's single‑source systems. First, the HTI was the origin of National Panel Diary (NPD) Research, a company that in 1987 formed a joint venture with A. C. Nielsen to contribute expertise to the SCANTRACK project. Second, another major player in the single‑source industry, IRI, was started by three defectors from NPD and by a fourth party who throughout the 1980s consulted for A. C. Nielsen.

The Home Testing Institute was established in 1951 by Henry Brenner at the request of the Scott Paper Company, which wanted a household panel to systematically track the home use of paper products. The service was highly successful and was soon diversified to track a variety of other products sold in retail grocery outlets. To carry on activities for other clients, Brenner subsequently formed NPD Research in 1966.

John Malec, Bill Walters, and Gerald Eskin, three of the four founders of IRI, worked for NPD during the late 1960s and early 1970s. Although NPD became the country's premier creator and user of written diary panels, it was slow to accept scanner technology. Malec, Walters, and Eskin, however, saw the possibilities clearly. The fourth visionary and founder of IRI, Penny Baron, left the company in 1983 to start a private consulting firm that worked until 1991 with A. C. Nielsen on various SCANTRACK‑related products, completing a complicated network that links HTI, NPD, IRI, and A. C. Nielsen.

During the 1960s and 1970s, marketing research seemed to be in a holding pattern as both client and supplier firms tried to digest the rapid developments from earlier eras. In retrospect, this period has proved to be a time of testing and experimentation to link emerging computer technology with more sophisticated mathematical models of marketing processes. These models came from two principal sources: developments in management science (including operations research and econometrics) in the 1960s and psychometrics in the 1970s.

Economists and operations researchers suggested applications of simulation techniques, Markov models, game theory, mathematical programming, logit analysis, and time series forecasting to marketing problems. These models not only extracted descriptive detail from longitudinal databases but also suggested how management could optimize, at least in theory, certain elements of the marketing mix.

From psychometrics, key developments in multidimensional scaling (MDS), conjoint analysis, and cluster analysis paved the way for enlightened understanding of consumer decision behavior. Highly theoretical axiomatic approaches to measurement in mathematical psychology gave way to practical algorithms in both nonmetric MDS and additive conjoint measurement. Computer Dower also increased to the point where large‑scale cluster analyses could be conducted

Developments in normative models and special packages played a major role in the evolution of today's single‑source systems, primarily through their impact on reporting philosophy. Researchers saw the value of linking empirical data to "if‑then" models, so that managers could project sales and market share as functions of their own and competitors' marketing mix variables. Both of the major single‑source suppliers now offer extensive market response capabilities to help clients position brands, price them, and determine other levels of marketing mix variables.

The Era of Scanning and TV Cut‑ins: 1978‑1985

Experts in the single‑source industry agree that scanning and TV cut‑ins were the immediate predecessors of single‑source technology. The key product in this era‑BehaviorScan‑was introduced by IRI in 1978 and still accounts for a significant portion of IRI's business. BehaviorScan was the first service to link scanner data to a precise vector of promotional and demographic factors that might cause purchase behavior and to forge this link at the (disaggregate) household level. BehaviorScan integrated the notions of a household panel and scanned purchase data to objectively measure both input and output factors in consumer behavior. The UPC code, reliable laser scanners, and individually addressable taps for TV panel households made BehaviorScan possible.

The UPC and Laser Scanners 6

The UPC now found on almost every product symbolizes the advances in production, packaging, handling, and distribution that are due to automation. These innovations did not occur overnight; they are the result of a steady application of automation techniques throughout the food retailing industry.


The first experimental laser scanner was used by the General Tracking Corporation, a regional grocery distributor in Carlstadt, New Jersey, in 1969.  But as recently as 1973 the grocery industry "us still experimenting with five approaches to identifying labels: bar codes, matrix codes, pie chart codes, fluorescing inks, and magnetic stripes. In June 1974 one of the first scanners capable of reading the Universal Product Code (UPC)  was installed in Marsh's supermarket in Troy, Ohio. The scanning system was added to the store's existing computer-driven cash register. By 1980 better than 90 per‑cent of all grocery items carried UPC codes, and today this figure exceeds 99 percent.

Currently the UPC and its European counterpart, the European Article Numbering (EAN) system, are used for a wide variety of applications, including point‑of‑sale scanning in drug stores, mass‑merchandise outlets, and other store types. The codes are applied to library referencing problems, equipment and product inventory problems, technical problems in medicine, and other problems in a wide variety of applications. Recently, the U.S. Postal Service e,,t1'11 announced plans to put bar codes on all letter mail bv 1995. These codes will facilitate the post office's mail‑sorting task but will also find numerous applications in marketing research systems. Scanning technology is essential for single‑source research systems, since it facilitates rapid, large‑scale data entry.

The Individually Addressable Tap

The other essential constituent for BehaviorScan is the individually addressable tap, or I,8T. The IAT is one part of an ensemble of so‑called automatic program insertion devices. These devices attach to a household's TV set and permit a central computer to direct a signal to that set independent of the signal's other destinations.' With IATs, two TVs in adjacent households can receive two different signals at the same time on the same channel. This capability is absent in dual‑cable TV, the technology used previously with household panels.

Individually addressable taps were critical to the success of BehaviorScan. For the first time a panel of households could be divided into two or more randornly selected experimental treatments without regard to household geography or time. in a dual‑cable system, households proximate to one another must be affixed to the same cable. Thus one treatment may consist of households on the west side of town connected to cable A and the second treatment of households on the east side of town connected to cable B. With IATs, households next to each other can be in different treatments, and households tuned to a particular channel can receive different signals.

The combination of these two features produces a system with several important advantages. First, tests for different clients can use different randomizations of the same panel. As a result, systematic factors and carry‑over effects can be randomized out differently in each test. Second, because the geographic composition of the treatment groups in a given city changes each time, retail shopping behavior, which is strongly determined by trade area geography, can be tracked consistently and cleanly. Bias due to spatial relations between a fixed household sub-panel and a particular group of stores is ruled out. Finally, other factors related to panel member sensitization (discussions with neighbors, demographic characteristics, and so on) are statistically eliminated.

BehaviorScan struck an immediate chord in the marketing research community Hercules Seagulls of the investment firm Drexel Burnham Lambert said, "In 20 years, it's one of the most exciting things I've seen. It comes close to being a direct measurement of the advertising dollar." And Reg Rhodes, former president of  Burke Marketing Research, admitted that "IRI has changed the game as we all knew it.

The results were phenomenal. IRI's operating revenues, which were nonexistent in 1978, reached $400,000 in 1979, multiplied sevenfold to $2.8 million in 1980 doubled to $5.9 million in 1981, and doubled again to more than $12.3 million by fiscal 1982. The company had profits exceeding $2 million in 1982. Revenues were cycled back into BehaviorScan, which quickly grew from two test market cities‑ Pittsfield, Massachusetts, and Marion, Indiana‑to nine. From a historical perspective, BehaviorScan paved the way for IRI's introduction of InfoScan in 1986.

Single‑Source Integrated Systems:

1986 to the Present

Although BehaviorScan was, immensely successful, it was and is primarily a TV cut-in service designed to run sophisticated tests of new products and advertising campaigns. Clients soon wanted more. In addition to evaluating a specific ad or price‑off deal, clients wanted to track their brand's market share not only at the national level but by store and by trade area. They also wanted to diagnose how each marketing variable affects sales and how these variables interact with household demographics.

During the second quarter of 1986 the company introduced InfoScan to satisfy these client demands. Standard & Poor's stock report describes InfoScan as a system "which tracks the weekly purchases of every UPC‑coded product sold in supermarkets nationwide and all the promotional activities that motivate consumer spending."10 At that time, InfoScan was the only available tracking service that integrated individual household purchase data with store sales data.

First A. C. Nielsen and then SAM I/Burke' followed suit, introducing SCANTRACK and SAMSCAN, respectively, in 1987. Until October 1990, when SAMSCAN was phased out of business, the three systems constituted the single-source industry.

Conclusion

Single‑source systems (1) track purchase behavior at the household and store levels, (2) measure marketing variables electronically rather than manually, (3) capture causal information, and (4) integrate and align all component databases. Because they take advantage of today's powerful electronic hardware, single-source systems have also resulted in a major data explosion. Eskin outlines four contributing factors to this explosion." First, the number of time periods reported on has gone from bimonthly (6 per year) with manual audits to every four weeks (13 per year) with warehouse withdrawal data to weekly with scanners. Second, the geographic resolution has changed from 11 regions with Nielsen ‘s NFI to about 70 metro‑markets with scanner data. Third, more measures are now available, up from about 10 with handwritten diaries to more than 100 with scanner data. Finally, the level of reporting detail has gone from brand aggregations to the individual UPC.

The consequences of many of these changes are reviewed in Chapter 7, which discusses the unique characteristics of single‑source systems in much greater detail. Chapters 8 through 11 concentrate on reports now available to managers as a result of single‑source developments.

Notes

1. In his paper "Single‑Source Data: The U.S. Experience," presented to the Special joint ARF/MRS Research Leaders Conference (Boston, July 24, 1989), Gerald Eskin states (p. 3): "Certainly the term 'single‑source' is not new. Eskin and Malec used the term in 1979 at an ARF conference where they announced the opening of the first electronic test marketing service, BehaviorScan. Earlier references are also knoAn."

2. See, for example, Lawrence C. Lockley, "History and Development of Marketing Research," in Robert Ferber (ed.), Handbook of Marketing Research, New York: McGraw‑Hill, 1974, pp. 1‑3‑1‑15. See also Paul E. Green and Yoram Wind, "Statistics in Marketing," Working Paper 82‑014R (July 1982), University of Pennsylvania and manv of the references therein

3. Material on A. C. Nielsen is taken from corporate documents supplied to the author by the A. C. Nielsen Company.

4. See Thomas C. Kinear and James P Taylor, Marketing Research: An Applied Approach, New York: McGraw‑Hill, 1987, p. 31.

5. The key figures in these three lines of research were Roger Shepard and Joseph Kruskal in nonmetric MDS, R. Duncan Luce and John Thkey in conjoint measurement, and Robert C. Tryon in cluster analysis.

6. This section relies heavily on Craig K. Harmon and Russ Adams, Reading Between the Lines: An Introduction to Bar Code Technology, Peterborough, NH: Helmers, 1989, Chapter 2, pp. 5‑11.

7. An optical bar code had been adopted by the North American railroad industry in 1967, but its development was crippled by organizational problems and disagreement about its features. The system was phased out by about 1976.

8. See Thomas F Baldwin and D. Stevens McVoy, Cable Communications, 2d ed., Englewood Cliffi, NJ: Prentice‑Hall, 1988, pp. 52‑56, 295.

9. See "The New Magicians of Market Research," Fortune 25 (July 1983) p. 73.

10. See Standard & Poor's Corporation Standard OTC Stock Report, 54(13) (February 1, 1988), See. 24: Information Resources, Inc.

11. Eskin, op cit.
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SINGLE‑SOURCE


SUPPLIERS

[In the next 5 to 10 years there will be] an order‑of‑magnitude increase in the amount of marketing data used [and] a similar tenfold increase in computer power available for marketing analysis.

John D.C. Little, "Decision Support

Systems for Marketing Managers" (1979)

If there is a phrase that summarizes the situation, that phrase is "Data Ekplosion. " The combination (of more time periods, geographic breakdowns, measures, and detail) results in over a one thousand‑fold increase in information and related data storage, display and utilization requirements. Put another wag for every one number that someone had to deal with in 1979, there are now 1,420 numbers. These statistics refer to a single category. fbr the data vendor, who must deal with all categories, the problem is even larger.

Gerald Eskin,

"Single Source Data: The U.S. Experience" (1989)

INTRODUCTION

This chapter compares the two U.S.‑based single‑source systems with respect to their overall size, the products that they deliver to ciients, the structure of their household and store databases, and their specific sources of data. The chapter first stresses how single‑source systems differ from local area databases databases accumulated by a single retailer such as Safeway or Walmart. A naive analysis might conclude that "scanner data are scanner datd'; why should Safeway or any other retailer sell their data to IRI and then buy the same data back in some other form? Why should a manufacturer like Dracket Corporation buy Safeway data from IRI rather than directly from the Safeway chain? The discussion squarelv addresses these questions by identifying four areas where single‑source systems add value to POS data.

Next the chapter discusses why single‑source suppliers choose to record their particular data items in the five key databases mentioned in Chapter 6. The rationale is developed by linking these data to accepted theories related to consumer behavior, repeat buying, and economics. For example, certain singlesource data are used to generate reports about loyal versus deal‑prone consumers (consumer behavior), about a brand's market penetration (repeat buying), and about its price elasticity (economic theory).

In the concluding section, limitations of the existing systems are discussed. One of the most important is that the high‑tech image often masks problems of statistical inference associated with data collection in today's single‑source systems. In other words, although these systems collect many times more data than traditional research methods can, &y are still subject to sampling and related errors (such as nonresponse, noncoverage, and field errors), which can severely distort estimates of such parameters as a brand's market share or the timing and trend of its sales. Particular features of this problem are discussed near the end of the chapter and in the appendix.

SINGLE‑SOURCE SYSTEMS VERSUS

LOCAL AREA DATABASES

Single‑source systems are one of three subclasses of marketing research systems. These three  single‑source systems, geodemographic systems, and local area databases‑play different roles in the overall scheme. Geodemographic systems are the subject of Part III of the book, and discussion of them is postponed to that point. Here we consider the differences between a single‑source system and a local area database.

Local Area Databases

A local area database is created when a retail outlet (usually part of a chain) uses its point‑of‑sale scanning equipment to monitor transactions. Management reports on sales trend,, new items, and potentially deletable items are generated from the resulting database. For example, the UKROPS supermarket chain in Virginia, in cooperation with CitiCorp, operates a local area database involving several of its stores. UKROPS uses its own database to track sales of all the items it carries, thereby obtaining market feedback more quickly and more cost‑effectively than an outside firm such as IRI or Nielsen could.

Retail managers sometimes succumb to the argument that their stores' own POS data can satisfactorily fulfill their firms' information needs. But strategic management sees the value of a separate and complete view of the national marketplace. Only an independent data supplier that monitors across regions, product lines, and retail outlets can effectively integrate data nationwide in a particular industry, such as packaged goods. As the following section points out, reliance only on its own data may seriously misdirect a retailer's strategic planning.

Why Local Area Databases Are Not Enough

A local area database, whether generated from a single store or from a nationwide chain, cannot accomplish certain research objectives. First, a local area database cannot monitor sales of the same or similar products in competing outlet types. As a consequence, such a system cannot report realistic sales and market share figures or other key measures at the regional level, let alone at the national level. Data in the system represent only a portion of the transactions carried out for a given SKU; the other portions consist of sales for the SKU in competing retail chains. For example, an item may move slowly in the Walmart chain but very well in the Dominicks chain.


Second, local area databases typically do not monitor causal factors that may influence in‑store consumer behavior. These influences ‑including competitive pricing, national print and broadcast promotion, and coupons ‑reach households by diverse channels that are not routinely captured by scanners in a single store or chain. One of the most important advantages of a single‑source system is its ability to integrate causal data (such as features, displays, and price cuts) with effects data (sales) to trace significant sales changes to their source.

Third, a local area database cannot monitor sales of products or product categories not stocked by the sponsoring chain. Simply put, transaction activity in a single store cannot be divorced from that store's fixed environment, including the brands it carries, its location, and its image. For example, an item may move slowly in the Walmart chain because it is shelved near Walmart's low‑priced private‑label substitute.

Finally a local area database cannot monitor the behavior of households who do not frequent the store or chain. This problem is a variation of non-response bias encountered in survey research; regular customers of Walmart may be systematically different from regular customers of Dorninicks or Kroger. These differences cannot be accounted for in analyses based on data from the Walmart chain alone.

Analyses Constrained by Supply‑Side Policy

Each of the preceding points is a manifestation of the more general Problem of "supply‑side" biased research. Simply put, a firm's internal management information system cannot be used for legitimate competitive analyses, since the data contained therein reflect the policies of the firm rather than pure market forces. o4cDr example, a store that carries only one national brand of mouthwash in addition to its private‑label brand cannot diagnose how the sales of either brand would fare in face‑to‑face competition with other national and private brands. As a second example, a chain that locates its stores only in shopping malls cannot, by analyzing its own database, determine the effect of (nonmall) location on store sales.

Examples  that illustrate the supply‑side fallacy abound. In general, understanding the behavior of parts of a market system‑such as a single brand's sales, a single store's sales, or household consumption ‑requires examination of activity at the system level‑the total mix of brands, stores, households, and promotions. This point, that the behavior of a part is a function of conditions in the whole, is frequently lost on managers who claim that since they manage only, a single store, they need not be concerned with nationwide activity. This argument is incorrect.

Summary

Single‑source systems monitor an entire market system‑all the influences on sales activity for a certain class of products, They are the first organized research systems designed to comprehensively monitor influences on sales for nationally distributed packaged goods. The pioneering work of IRI and Nielsen (and Arbitron/:,SAMI) is admirable, even though clients are often frustrated that the systems dol not yet fulfill all the promise of high technology. 2 Chapter 6 provided a brief overview of these companies; we now examine their various product offerings in more detail.

INDUSTRY SIZE AND DIMENSIONS

Industry Size

In 1988, when Arbitron/SAMI was still a player, the combined gross revenue for the three single‑source firms exceeded $1'.3 billion (see Table 7.1). A. C. Nielsen was the top‑ranking marketing research firm in both 1987 and 1988. SAMI was; second in 1987 and third in 1988, and Information Resources was in Fourth position in each of those years   On the client side, more than 100 of the Fortune 500 firms are packaged' goods manufacturers. Consumer packaged goods producers account for 30 percent of all Fortune 500 revenues and spend an average of $1.4 million each annually on single‑source data and reports.

Databases

A single‑source system comprises five key databases: household, store, retail factors, pr‑_ )motion factors, and advertising. (See Figure 7.1.) The store and the household databases are the largest and most costly. The other three generate

Table 7.1 Gross Revenues Generated by the major suppliers of single source data
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Northbrook, IL
Dun & Bradstreet
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1,160.7
1,329.2
829.8
835.5

'Sources: Advertising Age, June 5, 1989; June 11, 1990; and June 3, 1991. All revenues are in millions of U.S. dollars. The 1987 and 1988 figures for Nielsen are estimates.

'Unlike the figures for 1987 and 1988, the years 1989 and 1990 do not include Nielsen's worldwide revenues.

'Citicorp acquired a 10‑15 percent interest in IRI ca. March 1990.

data for a system's promotion environment and are linked to both the household and store databases. These databases were discussed briefly in Chapter 6 and are reviewed carefully here to convey a precise understanding of their contents and purpose.

The household and store databases employ fundamentally different observation units. A store record summarizes all UPC activity in a store for a fixed time period. Sales to individual households are not recorded in this database.
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The household database, on the other hand, accumulates information from a panel of households scattered across the United States. Members of these households shop in the stores located in their local markets, but the household is the unit of observation, not the store. Of course, household records can be aggregated upward to estimate sales in a given store or across all stores in a given market, but not all households are monitored. Thus estimates of store sales from a household sample are subject to sampling error, whereas sales records in the store database constitute a "sales census"‑not subject to sampling error‑for a given store.5

The household database also records causal factors influencing household purchase patterns. Part of the record for each household identifies the promotion signals arriving in that household from various sources, including television, newspaper, radio, and other national‑level signals, as well as local signals such as in‑store prices and retail coupons.

To construct a store database, one must define the scanner ~ACV) universe(s) to whicli projections will be made, the characteristics of the sample, and the data collection methods on which these projections will depend. Some data recorded at the store level are also recorded in the promotion factors databases, including in‑store features and displays, store format, and prices.

The universe, sample characteristics, and collection methods for the household database differ from those for the store database. For a household sample, the sampling plan permits projections to the national level by loyal versus nonloyal buyer, by demographic split, and by other household characteristics. Data collection from households is also more complicated than that from stores: store data are simply written from a store's computer file to a central file, but household data come from panel members who must record their purchases either in the store or at home or both. Explicit cooperation is thus required from each member of each household included in the household panel.

Like the store database, the household sample provides a segment of the data needed for the retail factors, promotion factors, and advertising databases. But the household database focuses on signals that may differ by household, not by store. These include what TV programs are watched by  various household members, what coupons they redeem, and at ‑what stores they shop. Furthermore, a complete demographic profile is generated for each household so that researchers can analyze how demography interacts with causal signals to influence consumer decision making.

The three client segments for single‑source data‑ manufacturers, retailers, and advertising agencies‑demand different types c)f reports depending on the specific variables being measured during the data collection process. The household and store databases yield different sets of marketing measures of interest to clients in these segments. These measures are reviewed next.

MARKETING MEASURES

Store Measures

Four types of measures are reported from stores: sales volume measures, distribution intensity measures, in‑store promotion measures, and price measures, The 47 possibilities shown in Table 7.2 are obtained‑d by mathematical transformations of one or more of these core indices. Both 1:R1 and Nielsen offer all 47 of these measures. Various subgroups are briefly reviewed next to point out their theoretical origins and their practical applications.

Sales Volume Measures

Sales volume is tracked by UPC in both units and dc:>Ilars within each store. Thus volume can be reported at all levels from UPC ulp.' Since volume is tracked for every UPC, the volume for one UPC can be imported as a share of sales for any logically defined competitive group‑for example, a given UPCs share of ready‑to‑eat cereal sales or its share of all cereal sales. Standard competitive groups have been defined by packaged goods manufacturers, and these groups are used in reports published by both major single‑source suppliers. Of course, with data stored at the UPC level, a wide variety of nonstandard reports can also be constructed.

Distribution Intensity Measures

A second core group consists of measures of distribution intensity. Among these is the percentage of stores selling a particular item. As Table 7.2 shows, this percentage can also be weighted by ACV to account for store size. For example, if stores A and B carry item x and store C does‑, not, then the distribution intensity for x is 67 percent, assuming that all three stores are of equal size (ACV). However, if store A has twice the ACV of either of the other two stores, then the appropriately weighted distribution intensity i s [(2/4)(A = 1) + (1/4)(B = 1) + (1/4)(C = 0)], or 75 percent, not 67 percent.

In‑Store Promotion Measures

Each store's total ACV is broken down by various promotion categories, including feature, coupon, display, and price reduction fc)r a given reporting period(The shortest reporting period currently available is one week.) Thus if total store

TABLE 7.2. Reported Measures: Store Database

Sales volume measures
Percent volume measures

Unit volume
Percent of volume with:

Dollar volume
Feature

Per million ACV
Display

Per store selling
Feature and display

Market share measures
Price reduction

Dollar share
Feature by feature ad size

Dollar share: merchandising "on"
Display by display location

Dollar share: merchandising "off"'
Any merchandising

Distribution intensity measures
Price average measures

ACV‑weighted distribution
Average:

Percentage of stores selling
Price

In‑store promotion measures
Price with feature

Percent ACV with:
Price with display

Feature
Price with feature and display

In‑ad coupon
Price with price reduction

Display
Price with any merchandising

Feature and display
Everyday regular price

Price reduction
Percentage price reduction vs.

Feature by feature ad size
regular price

Display by display location


Any merchandising


Cumulative measures
Incremental volume measures

Cumulative ACV‑weighted weeks with
Incremental:

Feature
Volume due to trade promotions

Display
Dollars due to trade promotions

Feature and display
Percent increase volume

Price reduction
associated with:

Feature by feature ad size
Feature

Display by display location
Display

Any merchandising
Feature and display

Price reduction


Markdown dollars at retail


ACV‑ weighted share measures


ACV‑weighted share of​


Features


Displays


Features and displays


Features by feature ad size


sales are $100,000 in a given week, and $12,000 of this total was sold Oil feature, then the percent ACV sold on feature is simply 12 percent. Because individual items are sold with several promotion variables 11 on," the promotion categories are not mutually exclusive. As Table 7.2 indicates, ACV is reported according to certain accepted standards, although other possibilities could be defined.

Price Measures

A single‑source system records each item's base price as well as its actual sales price. The size and cause of any difference between these two prices is registered. The system can then average these data, sort them by UPC, and use other computations to report a variety of price statistics.

Other Measures

The other store measures shown in Table 7.2 are variations on those just described. A cumulative measure simply sums a basic statistic over several weeks. ACV‑weighted share measures adjust for store volume. Percentage volume measures normalize other volume measures; for example, volume sold on feature is divided by a store's total volume. Finally, incremental volume measures compare the actual volume sold (by UPC) to an established baseline.

Household Measures

The household database contains four categories of measures based on four different theories: the theory of repeat buying, the theory of brand loyalty, economic theory, and marketing theory. The measures shown in Table 7.3 are variations on these themes.

Repeat Buying

The theory of repeat buying was formalized by Andrew Ehrenberg and other authors in the late 1960s and early 1970s. ' This literature defines measures related to both trial and repeat purchasing of packaged goods, the two most basic measures being penetration and purchase frequency

Penetration:
The proportion of people who buy an item at least once in a given period (denoted b by Ehrenberg)

Purchase frequency:
The average number of times buyers buy the item in the period, denoted w

Certain single‑source statistics are empirical estimates of these constructs. For example, the household penetration measure shown in Table 7.3 is the proportion of households in a specified geographic market that purchased at least one unit of an item during a given period (Ehrenberg's b measure). The number of units bought on a particular purchase occasion is not an issue in the calculation of market penetration. Thus Pepsi‑Cola is said to have penetrated a household whether that household bought one call or six.

TABLE 7.3. Reported Measures: Household Databases

Buyer penetration measures
Dealing measures


Household penetration

Percentage buyers or volume by:


Category penetration


Any deal

Volume measures


Manufacturer's coupon


Volume per 1,000 households


Trade deal







Feature store coupon

Buying rate measures


Display


Average:


Price reduction



Volume per buyer

Share of:



Purchase occasions per buyer


Category deal volume



Volume per purchase occasion


Manufacturer coupon volume



Volume per deal/


Trade deal volume




nondeal purchase occasion
TV viewing measures



Purchase cycle

Percentage households viewing



Weekly grocery expenditure

Commercial exposure per viewing household




per buyer

Share of voice

Buyer loyalty measures
Outlet measures


Buyer loyalty within category

By outlet type:


Buyer loyalty within type


Percent of sales


Percentage buyers new to brand


Penetration


Percentage buyers new to brand


Buying rate



on deal

Price measures


Price paid per:



Volume



Volume: deal and nondeal



Volume before coupon(s)

'IRI does not scan in‑home; thus its viewing measures are based on data from BehaviorScan (B‑Scan) markets only. It cannot sort data by outlet type since all B‑scan outlets are grocery stores. A. C. Nielsen's in‑home scanning permits sorting by outlet type.

Buying rate measures, the third group listed in Table 7.3, adjust for volume and purchase occasions. A purchase occasion is a store visit by a household member. On a single occasion an item such as Pepsi may or may not be purchased. If it is purchased, the number and size of units is at issue. These measures‑such as volume per buyer, purchase occasions per buyer, and volume per purchase occasion ‑conveniently summarize important elements of trial and repeat purchasing.

These measures are related to one another by various formulas. For example, using the following algebraic identity, researchers can demonstrate how changes in one variable in the marketing mix may affect repurchase rates.

m
=  
 b . w

Mean

Penetration . Frequency

           
=

(volume / total)

 (buyers/total) (volume / buyer)

For example, a price reduction may increase a brand's average volume per buyer but leave the brand's penetration rate unaltered. That is, a manager's decision to reduce the price of a brand of cola, for example, can increase sales without inducing new households to purchase the product or to switch from competing brands. Ultimately, the price reduction strategy may be determined a failure because it simply increased the brand's volume among existing buyers rather than inducing Coke loyals to switch or non‑cola drinkers to try a cola. Increasing sales to one's own customers at reduced prices may actually decrease revenues and profits rather than increase them. With an identity such as m = b ‑ w, sales changes from one period to another can therefore be decomposed into actionable constituents.
Loyalty Measures

A second class of household measures is derived from the theory of brand loyalty. A brand‑loyal household is operationally defined as one that buys the same brand in two successive time periods. The key issue‑the resolution of which is aided by single‑source reports ‑concerns the effects of in‑store promotions on loyal versus new customers of a given brand.

Single‑source systems have made both retail and brand managers more aware of the short‑run power of promotion. Consequently, the increased use of promotion tools has eroded brand loyalty." According to a study by Needham and Harper, the percentage of customers who would stick with their brand in the face of competitor discounts fell from 80 percent to 60 percent during the 1980s. Therefore, single‑source systems measure brand loyalty at the category and SKU (item type) levels. In any given time period the total customer base is divided into new and loyal buyers. Table 7.3 shows that new buyers in a given period are further divided into those buying on deal and those not buying on deal. Such decompositions aid management in diagnosing promotion effects. For example, featuring a brand may simply induce loyal customers to stock up, reducing the brand's own sales in future time periods rather than inducing trial on the part of new customers.

Economic Theory

The third category of household indices includes measures of total volume response to traditional "economic" variables such as base price and price discounts. A discount can be delivered to the household via coupon, in‑store feature, or some other mode, each of which is highlighted in system reports.

Marketing Mix Variables

The last major category of household measures summarizes the extent of promotion and distribution activities and their effects on households in a panel. For example, to create television ‑related measures each household's total viewing time is recorded and apportioned by advertiser. Using its in‑home panel, Nielsen's SCANTRACK supplements such supply‑side measures with a demand‑side behavioral measure: the percentage of each household's purchases by outlet type. IRI cannot vet watch this capability because it uses in‑store scanners exclusively and does not register household visits to non-scanner stores.

DATA DELIVERY

Single‑source firms deliver standard printed reports, custom ‑designed printed reports, formatted data, and accessories such as factbooks and UPC dictionaries. 13 Each firm also offers extensive client support services, ranging from problem definition to strategy implementation and follow‑up.

The physical products offered by single‑source suppliers are delivered in the modes listed in Table 7.4: hard copy, magnetic tape, PC diskette (floppy disks), on‑line query, and CD‑ROM optical disk. The reader is assumed to be generally familiar with each of these. Here the differences between Nielsen and IRI in the area of data delivery are briefly highlighted.

Household Data

Both IRI and Nielsen deliver household data by hard‑copy standard reports and data tapes. These traditional forms of product delivery have been used in the marketing research industry for more than three decades. IRI also supplies reports and data on PC diskette and on‑line through its PC‑EasyCast system; Nielsen's SCAN*Pro Monitor and SCAN*EXPERT systems are also on‑line. 14 Before its demise, SAMI had moved to a more advanced form of delivery, CDROM, for its household data. Both IRI and Nielsen now offer data on optical disk.

Store Data

All three firms can deliver store data by hard copy, tape, and diskette; IRI and Nielsen also permit on‑line access to a subset of their store databases. As of July 1989, Nielsen had 92 stores willing to release data, and IRI had 75. 15

TABLE 7.4. Data Delivery



InfoScan
SCANTRACK

Household data


Hard copy
x
x


Tape
x
x


PC diskette
x
No


On‑line access
x
No


Optical disk

No


Periodicity
Weekly
Weekly


Delay
1 week
1 week

Store data


Hardeopy
x
x


Tape
x
x


PC diskette
x
x


On‑line access
x
X


Optical disk
x
X


Periodicity
Weekly
Weekly


Delay
3 weeks
3 weeks

SAMI developed and continues to deliver on CD‑ROM three unique products called TradeMaster, DecisionMaster, and SalesMaster. Each of these products relies on the same operating principle: two years of data are stored on a CD‑ROM along with a built‑in query language. SAMI's approach gives clients considerable flexibility and independence. It frees them from the constraint of fixed formats and allows users to explore data on a desktop computer.

Periodicity

For the most part, household and store data are reported in weekly batches, with delays ranging from one to three weeks. Store data arrive uniformly later than household data.

COLLECTING DATA

Table 7.5 summarizes how data are collected from households and stores for the various databases in a single‑source system. Both IRI and Nielsen rely heavily on in‑store scanners to record the store shopped, units purchased, and prices paid household by household. Store promotions and coupon redemption activities are recorded by observers in each store. (See Table 7.6.)

Nielsen collects the most data from nonscanner stores through its portable scanner‑equipped Shoppers' Panel. IRI uses BehaviorScan markets to monitor activity in drug stores, using in‑store scanners like those in the supermarkets.

ISSUES IN SINGLE‑SOURCE SYSTEM DESIGN

Statistical Inference

Statistical inference means generalizing to a whole after observing some of the parts. The problem of statistical inference is to quantify the relationship between the true (total population) value of a parameter, such as market share and an estimate of this parameter based on data from a sample of the population. Single‑source systems attempt accurate generalizations to at least four major populations, or "universes," as they are called in commercial brochures

• store universe, a household universe, a geographic (city/nation) universe, an

• product (brand/category) universe. There are serious system design problem associated with each of these.

To illustrate, consider the following inquiries that a brand manager might pose to a single‑source system, listed in order of increasing specificity. This example illustrates two important issues: (1) General queries are loaded wit implicit assumptions, and (2) as queries become more and more specific, th relevant sampling frame grows smaller and smaller.

Q1: What is brand Bs market share?
Averaged over all regions, all retail outlets, and all households in a fixed time period.

InfoScan
SCANTRACK

In‑Store
In‑Home
In‑Store 
In‑Home

Scanner grocery stores


Store shopped
SS
na
SS
HS


Units purchased
SS
na
SS
HS


Price paid
SS
na
SS
DF/HS


Store promotions
so
na
so
SO/HS


Coupons redeemed
so
na
so
HS

Nonscanner stores


Store shopped
na
na
na
HS


Units purchased
na
na
na
HS


Price paid
na
na
na
DF/HS


Store promotions
na
na
na.
SO/HS


Coupons redeemed
na
na
na
HS

Other stores


Store shopped
SS*
na
na
HS


Units purchased
SS*
na
na
HS


Price paid
SS*
na.
na
DF/HS


Store promotion
SO*
na
na
SO/HS


Coupons redeemed
SO*
na
na
HS

Key:

HS = Home scanner
DF = Store data file

SS = Storescanner

= Drug stores in BehaviorScan markets only

SO = Store observation

TABLE 7.6.
Special Data Collection: Store Database

Displays

Lobby

Front‑end aisle

Mid‑aisle

Back‑end aisle

Shipper

Trial size

Specialty

Feature ads

Four types coded

Manufacturer coupons

FSI

ROP

Sunday supplement

Woman's magazine

Direct mail

Q2: What is brand Bs market share:


a. In the Pacific Northwest?
Averaged over all stores and house​




holds


b. In the Kroger chain?
Averaged over all regions and house​




holds


c. In single‑parent households?
Averaged over all regions and stores

Q3: What is brand Bs market share:


a. In the Pacific Northwest
Averaged over all house​



and in the Kroger chain?
holds


b. In the Pacific Northwest
Averaged over all outlets



and single‑parent households?


c. In the Kroger chain and
Averaged over all regions



single‑parent households?

Q4: What is brand Bs market


share in single‑parent households in


the Pacific Northwest in the


Kroger chain?

The value of the parameter "brand Bs market share" differs within each of the universes implied by each question. An estimate of market share based on the sample offered by a particular single‑source system will be in error. The magnitude and structure of this error depend on the sampling procedures used by the system and on other factors, such as the accuracy of data entry, the method used to analyze the data, and operational definitions (of "category" of "brand B"). Although this chapter is not an appropriate place to explore statistical issues in detail, the reader is cautioned that each system uses different methods for defining the sampling frame for each of these universes. Furthermore, as management inquiries become more focused, estimates become less reliable. In Q4, for example, only a small portion of the total sample applies. In such a case, sample properties are often unknown, and estimates are usually unstable because the effective sample size may be very small.

Universe Definitions

Even the definition of a particular "universe" can be problematic. For example, there are two store universes currently defined in packaged goods: the $2 million ACV scanner universe and the $4 million ACV scanner universe. The former includes only scanner‑equipped grocery stores selling at least $2 million annually‑ approximately 21,000 stores in the United States. It excludes nonscanner stores of all types, including grocery stores, and any scanner‑equipped store selling less than $2 million annually. (Such stores exist.)

Figure 7.2 illustrates one way to view store structure. Existing single‑source systems address only a small portion of the possibilities. 
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IRI uses in‑store scanners exclusively and defines its store universe as $2mm ACV+ ‑

Its store sample of 2,175 stores in 66 cities (49 passive + 17 supplemental including 6 B‑Scan markets) yields between 75‑85% coverage in each city.

A.C. Nielsen issues separate reports for the $2mm and the $4mm ACV + universe. Its store panel consists of 2,675 stores in 50 cities that cover on average about 75‑85% of total ACV volume in the $2mm universe and about 67‑72% in the $4mm universe.

FIGURE 7.2. . Possible Store Universes

CONCLUSION

Pointing out these issues is not meant to detract from the power of single‑source systems, nor is it meant to denigrate system designers. The design problem they face are complex, and the amount of financial and human resources already devoted to solving these problems is staggering. The fact that today's systems are operational is a credit to the dedication of a relatively small number of industry founders and a very large number of technical support staff.

Despite the effort invested thus far in single‑source systems, industry experts realize that improvements are needed in all phases from data collection to report generation. The most pressing need is to ensure that the millions o dollars invested in hardware yield dividends to practicing managers. Both of th primary single‑source firms are improving their standard and custom report in response to the criticism that emphasis has been placed on the technical development of these systems rather than on their ability to improve the timing and quality of management decisions. 16 The next four chapters deal more specifically with single‑source reports.

Notes

1. See Roy Schwedelson, "New Wave Database," Direct Marketing (March 1988), p. 40; and Terrence V O'Brien, "Decision Support Systems," Marketing Research (December 1990), pp. 51‑55.

2. Weaknesses of single‑source systems are reviewed in the following articles: Blair Peters, "The Brave New World of Single Source Information;" Verne B. Churchill, "The Role of Ad Hoe Survey Research in a Single Source World;" and Gale D. Metzger, "Single Source: Yes and No (The Backward View);" all appearing in Marketing Research 2(4) (December 1990), pp. 13‑21, 22‑26, and 27‑33, respectively.

3. The other two firms consistently in the top five are IMS International and Research International. See Advertising Age's annual special section on the research business.

4. This figure is taken from a 1989 study by Temple, Barker & Sloane, Inc. based on a survey of 50 leading consumer packaged goods manufacturers.

5. Note, however, that the stores included in a single‑source system are still a sample of a larger store universe. This point is discussed further at the end of the chapter. In a single store, households from the household database constitute only a sample of all households shopping that store in a given time period; the store's store record , however, contains sales for all transactions in that period.

6. Other possible reporting categories are SKU, variety (such as size or flavor), brand, category, department, store, and chain, to name just a few.

7. See A. S. C. Ehrenberg, Repeat Buying, New York: North Holland, 1972. See also Gerald J. Eskin, "Dynamic Forecasts of New Product Demand Using a Depth of Repeat Model," Journal of Marketing Research 10(2) (May 1973), pp. 115129; and J. H. Parfitt and B. J. K. Collins, "The Use of Consumer Panels for BrandShare Prediction," Journal of Marketing Research 5 (May 1968) pp. 131‑146.

8. This is an algebraic identity rather than a "natural law" because b cancels in the numerator and denominator on the right‑hand side: v1t = (b1t) ‑ (v1b). Thus the formula is true by definition. For a formula to achieve the status of a natural law such as e = mc', all constructs must be independently definable and measurable; for example, m and c' are not simple algebraic factors of e.

9. Another useful volume identity is:

Sales= (Number of buyers) (Average number of occasions per buyer)


(Average number of units per occasion) (Average price per unit)

Various marketing programs affect each of these components differently. Program effects can be diagnosed more precisely using this decomposition.

10. The operational definition of loyalty may vary from supplier to supplier, but in no case does it include an attitudinal component. These definitions differ from the conventional interpretation that loyalty is both an attitudinal and a behavioral construct.

11. Gerard J. Tellis, "Advertising Exposure, Loyalty and Brand Purchase: A Two‑Stage Model of Choice," Journal of Marketing Research, 15(2) (May 1988), pp. 134‑144. Tellis' findings were also discussed in The Wall Street journal (February 15, 1989), p. B6 and (March 1, 1989), p. B6.

12. See William C. Johnson, "Sales Promotion: It's Come Down to 'Push Marketing,' " Marketing News (April 1988), p. 2.

13. Various types of reports and reporting principles are discussed in Chapter 8. Reports for each client segment are discussed in Chapters 9 to 11.

14. For more detail, see Chapter 8.

15. Certain stores are unwilling to release sales for private‑label and/or generic brands, and in some cases data are not available by week. See Advertising Research Foundation, "The ARF Scanner‑Based Services Fact Sheet" (April 1989).

16. See, for example, "Technology Deals with Data Mass It Created," Marketing News (April 10, 1989), pp. 1‑2.

APPENDIX 7A:

ERRORS IN SINGLE‑SOURCE SYSYEMS

Introduction

This appendix is divided into four sections, each corresponding to an important type of error in single‑source systems; (1) error in estimation, (2) error due to lack of respondent compliance, (3) error in system input, and (4) error in analysis. Errors in estimation occur for a variety of reasons. The first section concentrates on mismatches between a single‑source system's intended sampling frame(s) and the sampling frame(s) achieved by the system's operating practices. The section outlines reasons for such mismatches and illustrates, using a simple example, that the resulting biases in estimated sales and market shares are more serious in some product categories than in others.

Noncompliance and nonresponse errors are closely linked to whether a system relies on in‑store or in‑home scanning to collect data from households.' IRI relies exclusively on in‑store scanning, and Nielsen uses a mixture of data from in‑home and in‑store scanners. For example, UPCs and store IDs are scanned in the home, but prices are read from store files.

Measurement errors in single‑source systems are due to malfunctioning equipment as well as human error. The third section describes a variety of errors in this class, including those due to "high cones," missing price data, and data misalignment.

The final section of the appendix concentrates on faulty analysis of scanner data. Using a simplified but well‑structured example, the section shows how a common analysis practice can lead to serious errors regarding the relative effectiveness of various merchandising activities. The example points out that single‑source data are not collected according to a controlled experimental design but rather using a design with unknown statistical properties. Results are sensitive to the effects of omitted variables, especially when omitted variables and included variables interact.

Errors in Estimation

The most basic requirement of a single‑source system is that it accurately report a brand's market share in a variety of contexts, for example, in a given metro‑market, among outlets in a particular retail chain, or among shoppers of a particular type. Accuracy is judged by how well the reported share agrees with the true (population) share. The problem is that different questions imply different populations, each requiring special attention to ensure that estimates based on a sample from that population are accurate. Because single‑source systems are so complex, system designers were able to give special attention to only a relatively few such implied populations. For example, the population of all retail stores nationwide that are both scanner‑equipped and have yearly (ACV) sales exceeding $2 million dollars is well defined. Each system's store panel is fairly representative of this nationwide population. However, these systems were not designed to respond well to ad hoc queries that demand an accurate estimate of' a brand's market share among Kroger stores in Cleveland, for example, or among brand‑loyal consumers shopping Walmart. Each ad hoc (piery implies a very special population. The match is often poor between a systems household and store sampling frames and sampling frames that could be justified theoretically. Resulting estimates therefore have unknown properties. They may be biased, they may have very large standard errors, or they may be quite good in some cases but grossly inadequate in others.

Studies that bear on these issues indicate that in certain product categories point‑of‑sale scanner data misrepresent sales volume and market share. Average errors are between ±3 percent and ±10 percent but can reach an order of magnitude of 100 or more (that is, true share may be 10 percent but reported share 0.1 percent).2

There are at least four reasons for these errors:

1. Different scanning approaches provide different degrees of market coverage.

2. The definition of the store universe builds in bias.

3. The sampling frame of stores within markets contributes to sampling error.

4. There is an interaction among the extent of an item's distribution, a system’s coverage, and the sampling frame.

An Illustration

Table 7.7 uses the ground pepper product category to illustrate these points. In contrast to categories such as canned soup or air fresheners, in which nearly all stores carry all brands, two major pepper brands dominate each market: Durkee and Spice Islands. Private‑label brands represent a significant share, and most retailers stock only one national brand.3 For example, in the Randall's stores shown in Figure 7.3, one manager stocks Spice Islands (S), and the other stocks Durkee (D).

Warehouse withdrawal estimates are included in Table 7.7 as a comparative baseline to show how an alternative data collection approach would lead to different levels of market coverage and different estimates of market share. Moving from left to right in the exhibit, warehouse withdrawal data (column b) typically offer about 95 percent coverage and reflect shares fairly well at the market level .4 A system that uses only in‑store scanners and excludes stores with less than $2 million annual ACV might yield 74 percent coverage and would misrepresent shares. As column c shows (vs. actuals in column a), Durkee's market share is underestimated (16 estimated versus 24 actual), and P4's share is overestimated (23 versus 17 actual) .5 If in‑home scanning supplements in‑store scanning (column d~, coverage and estimates improve considerably in theory as long as panel households are cooperative and representative. However, if the Randall's chain is excluded from the sampling plan (column e), either because the single‑source supplier excludes it or because this chain does not want to participate, coverage is severely reduced, and market share estimates are more error‑prone.

Column f shows the wide range of share estimates that might result in these varying situations. For example, Durkee's estimated market share ranges from a low of 9 percent with one system (in‑store scanning, Randall's not participating) to a high of 25 percent with warehouse withdrawal data. The brand's true share is 24 percent. Each brand is affected differently; accuracy differs between submarkets, and the timing of events differs across data collection methods. 

In‑Home versus In‑Store Scanning

A second controversy about data collection occurs at the other end of the product movement pipeline‑in the consumer's home. Members of Nielsen's Shoppers' Panel use an in‑home data‑capturing device, and IRI panel members do not. Nielsen's hand‑held scanners have sufficient random‑access memory to store several days' worth of scanning, which can be downloaded through a panelist's phone to a central computer. Three issues dominate discussions about in‑home scanning: panelist compliance, data capture, and retail coverage.

Compliance

IRI relies exclusively on in‑store scanners because they collect data unobtrusively. Therefore panel members are easier to recruit, the resulting (household) sample is more representative, 

TABLE 7.7. Single‑Source Systems: Volume and Share with Various Approaches


(+2 MM)
(+2MM)
(‑2MM)
(+2MM)
(‑2MM)

Albertson's
Eagle
Econofood
Randall's
Safeway
Nonscanner

Market 1

S 5
D 4

S
4

S
10

D
4



P1 6
P2 4
P3
2
P4
10
P1
2

Market 2
(‑2 MM)


(+2MM)
(+2MM)
(‑2MM)


D 6



D
8

S
5

D
2


P5 5


P3
15
P4
7
Pi 
1


(a)
(b)
(c)
(d)
(e)






In‑store Scanning,


True
Warehouse
Scanner Universe:
Scanner Universe &
Randall's Not


Share
Withdrawal
In‑store Scanning
In‑home Scanning
Participating
Each Brand's







Observed

Brand
Volume=Share
Volume
Share
Volume
Share
Volume
Share
Volume
Share 
Share Range


D
24
24
25
12
16
24
24
4
9
9‑25


S
24
24
25
20
27
24
24
16
34
24‑34


Pi
9
8
8
6
8
9
9
6
13
8‑13


P2
4
3
3
4
6
4
4
4
9
3‑9


P3
17
16
17
15
20
17
17
0
0
0‑20


P4
17
16
17
17
23
17
17
17
35
17‑35


P5
5
4
5
0
0
5
5
0
0
0‑5


Total
100
95
100
74
100
100
100
47
100

Key: D: Durkee



S: Spice Islands


Pl: Private label 1

+2MM: All‑commodity volume exceeds $2 million annually

and causal factors (features, displays, and so forth) are more easily coordinated and integrated into system databases. Since experimental testing is not the primary focus of a single‑source system, one can argue that passive data collection by means of in‑store scanners is most sensible. After all, these systems were created to reduce the workload encountered with handwritten diaries. In‑home scanners once again make panel members active participants in the research process and are subject to the attendant problem of noncompliance; a panelist simply refuses to scan certain items for one reason or another. One can also argue that demanding active participation in data entry increases the likelihood that certain demographic and ethnic groups will refuse to participate in a household panel. Thus nonrespondents tend to be systematically different from respondents, a fact that decreases the accuracy of estimates.

Retail Coverage

Another point of contrast between in‑store and in‑home scanning concerns each method's retail coverage. A system based on in‑store scanners may miss purchases from nonscanner stores, large but nonparticipating scanner stores, or scanner stores with less than $2 million ACV. Assuming compliance, households using in‑home scanning should record all of their purchases regardless of the retail outlet used. Nielsen argues that IRI's in‑store scanners underestimate market share and sales volume for items whose sales come primarily from convenience stores. This argument has merit, as does IRI's counterargument that noncompliance and nonresponse bias in the home more than offset the coverage advantages. One thing is certain, however: Manufacturers attempting to make informed distribution decisions appreciate knowing the types of outlets in which their items sell best. Nielsen can offer sales and share figures by outlet type. IRI's capacity to do so is limited.

Measurement Errors

There are three classes of data capture problems: problems due to the scanning mechanism per se, problems due to other electronic errors, and missed causal data. With regard to scanning per se, in‑store scanners are subject to misreading multi‑item packages‑for example, a six‑pack of Coke might be scanned as one can ‑often because of the plastic band used in the packaging technique. Industry jargon refers to this as a "high‑cone problem" in reference to the conelike form of plastic multipacks. High‑cone problems are most prevalent in categories such as carbonated beverages, beer, canned juices, bottled water, and others where multi‑item packaging is regularly used.'

Both single‑source systems are subject to a variety of data capture problems due to retail electronic and data alignment problems. The most common problems are bad prices, no prices, bad volume, and data misalignment. Bad prices occur when a retailer's price differs from the price consumers paid. This usually happens when a store's price file is improperly updated, or when a price is simply misentered by the system operator. In some cases retailers completely neglect to send IRI or Nielsen a price for a given item.

Retailers also occasionally forward incorrect sales volumes because of dataprocessing errors. For example, a retailer may report sales in weeks I through 4 and then fail to report sales in weeks 5 and 6. In week 7 sales reporting resumes, but the retailer may send a cumulative sales report for an unknown number of weeks. When asked to reconstruct what actually happened during weeks 5 through 7, the retailer may be unable to respond.

There are two major kinds of data alignment problems: feature/displayvolume misalignment and price‑volume misalignment. In either case, the week an actual event occurs (a feature is turned "on" or a price is changed) is not the same as the week in which the corresponding volume is recorded. These problems can often be detected post hoc by noting a volume "blip" and aligning it with the closest promotion event. Obviously, inferential rules must be used to decide how to realign the data. Even cleverly designed rules can be in error.

Finally, missed causal data occurs when an item is featured or displayed but the merchandising event is not recorded at all. Both IRI and Nielsen capture causal data manually using in‑store observers. Missed causal data is therefore due to human error.

Misuses of Scanner Data

A final class of problems stems from the way single‑source data are used by retail and brand managers to make critical decisions. Although these problems come in a variety of forms, one common practice among manufacturers is to use single‑source reports to gauge the effects of in‑store merchandising activities on its brands' sales volumes. The practice involves three steps. First, select a sample of stores that show variation in merchandising activities .8 Second, tally sales among stores with like merchandising conditions. For example, tally sales in stores in a given week where a brand is featured. Finally, compare the average sales in these stores with sales in stores where the brand is not featured.

There are two problems with this approach: (1) Sales of an item are influenced by systematic factors not controlled in this quasi‑experimental approach, and (2) the "experimental design" does not account for interaction effects. Each of these problems is illustrated next using a simple numerical example.

The illustration involves a situation where the true effects are as shown in the following table. For simplicity, we assume that management is interested in estimating the effect of featuring on brand sales. Unknown to management, however, features and displays interact. That is, simultaneously featuring and displaying the brand causes sales to increase to 120 units, an increase that exceeds that expected from the sum of effects due to featuring and displaying alone.

Display





Feature

Feature
On
Off
Effect

On
120
100
110

Off
90
90
90

Display
105
95
100


effect

To calculate the sales response to feature, management may follow the procedure just outlined: Tally sales in stores featuring and compare them to stores not featuring. The main problem is that in any given week, a disproportionate number of stores featuring may come from column I rather than column 2 of the table. In an extreme case, all stores may come from column I (D on), and the following would result:

Store conditions
Model

F on, D on
120 + error

F off, D on
90 + error

Estimated effect of feature
30 (1.5 times actual?

The actual effect of feature is 20 units, the value given in the row marginals (110 ‑ 90), which averages out the effect due to display. Although this is an extreme example, it is important to realize that any imbalance in the sample on which conclusions are drawn will bias management's view of the effectiveness of features and displays for this brand. Simply put, trying to estimate the effect of one merchandising variable without controlling for the effects of another leads to biased estimates, Errors are magnified when there are interactions between variables included in a design and variables omitted systematically from it. The main problem with standard single‑source reports is that they virtually always omit critical variables, such as competitors' merchandising activities, that may systematically interact with analysis variables. Chapter 18 indicates how this problem can be avoided.

Conclusion

This appendix used a series of logical arguments and simple examples to illustrate various sources of error in single‑source data and reports. Four error types are identified: (1) estimation errors, (2) compliance errors, (3) measurement errors, and (4) analysis errors. Measurement errors are probably the least important of these, and estimation errors are arguably the most important since they stem from the inherent complexity in a single‑source system. Sadly, the various error sources compound one another, rendering the final error structure difficult to analyze with traditional statistical techniques.

Notes

1. Note that the store panels of both IRI and Nielsen rely on in‑store scanning; thus both panels face equivalent measurement problems.

2. See Information Resources, Inc., "The Magnitude and Structure of Error Estimation in BehaviorSean Experiments" Uanuary 1982) and the SAMI‑Burke validation study (ca. January 1988).

3. This example draws on the findings from SAMI‑Burke's study comparing warehouse withdraNkul data with point‑of‑purchase scanner data. Ground pepper is not an isolated instance. Similar problems arise in a number of product categories.

4. The word coverage is used to indicate the percentage of total ACV that is tracked by a single‑source sysetem as goods traverse the product movement pipeline. Thus 100 percent coverage means that a system monitors every item; that is, the system succeeds in collecting a real‑time census of all items in transit. Adequate coverage is easier to attain in the early stages of product movement because goods are bundled in large units, such as truckloads, from warehouse to retailer. But as goods leave retail, they do so in small quantities dispersed among a large number of buyers. Hence attaining acceptable coverage becomes much more difficult. Note that low coverage does not imply poor share estimates, although it increases their likelihood. However, high coverage does imply accurate share estimates.

5. Durkee's volume in column c is estimated using Econofood's entry (D‑4) in market I plus Randall's entry (D‑8) in market 2. These two stores are the only ones that satisfy the logical conjunction (scanner store = yes and ACV ~! $2 million).

6. Warehouse withdrawal data are prone to errors in trend lines, especially for seasonal items, items that will soon be promoted at retail, and new items. In all three cases, retailers tend to build their stock in anticipation of sales. The stock buildup is registered by warehouse withdrawals even though the goods may not yet have sold at retail.

7. Though both in‑store and in‑home scanners are subject to mechanical errors, ead rates exceed 99 percent accuracy.

8. Note that this is a sample of either IRI's or Nielsen's store panel, which is in turn a sample from a particular store universe, such as the $2 million‑plus ACV universe.

9. The model assumes that actual sales on feature may differ from 120 in different stores but that these "errors" will average out among stores featuring. A similar argument is made for nonfeaturing stores. Further, a statistician would average the differences in the row marginals to yield an effect of 10 rather than 20 for featuring. The recovered effect would also be averaged to 15 rather than 30, so that estimated sales would still be 1.5 times actual sales.
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CONCEPT

Geodemographics is based on two simple principles. The first is that two people who live in the same neighborhood... are more likely to have similar characteristics than are two people chosen at random.

The second is that neighborhoods can be categorized in terms of the characteristics of the population which they contain, and that two neighborhoods can be placed in the same category i.e., can contain similar types of people, even though they are widely separated.

James Rothman, Journal of the Market Research Society; special issue on geodemographics

INTRODUCTION

A geodemographic research system contains aggregate demographic information about households nested within geographic units‑such as census block groups‑in order to transfer knowledge about these households to corporate executives responsible for developing marketing strategy. The geographic units in the system are clustered so that those with similar demographic profiles are collected in a single cluster called a geodemographic market segment. Typically between 40 and 50 such segments/clusters are formed.

Geodemographic research systems are used in direct marketing for list qualification, media analysis, and lifestyle profiling. They are used strategically to locate retail outlets, to reposition products, to profile trade areas, to analyze market potential, and to plan market entries. These systems are used in virtually every branch of marketing. "Nowhere are the advances in information services more clearly illustrated than in relation to geodemography. With applications that range from sample selection to the linking of disparate research databases, from direct marketing to branch location strategy, geodemographics provides the researcher with major opportunities."' Figure 12.1 shows how geodemography is applied in a variety of marketing application areas.

Four prominent geodemographic systems currently exist in the United States: ACORN, by CACI Inc.‑Federal; ClusterPLUS, by Donnelley Market

ing Information Services; PRIZM, by Claritas Corporation; and MicroVision, by Equifax: National Decision Systems. This chapter describes how these systems are constructed and how they work. It provides a framework to give the applications discussed in subsequent chapters a firmly grounded conceptual basis. Chapter 13 compares the four United States‑based systems with respect to certain key characteristics. Chapter 14 delves more deeply into application details and discusses trends and forthcoming developments in the United States. Chapter 15 concentrates on desktop geodemographic systems, and Chapter 16 discusses geodemographic systems available outside the United States. Appendices to these chapters provide additional detail about related topics, including the raw material for these systems, United States census data, and cluster analysis, the statistical methodology used to create them.

GEODEMOGRAPHIC SYSTEMS

A Qualitative Overview

Although geodemographic systems involve the application of multivariate statistical procedures and high‑tech data processing, they have an intuitive foundation: the assumption that people share demographic characteristics, tastes, values, and purchasing habits with their closest neighbors. As a result, relatively homogeneous collections of households can be located indirectly‑not by clustering people (which would require data that are largely unavailable), but by clustering neighborhoods. Data to complete this task are readily available from the U.S. Bureau of the Census.

Geodemographic (GD) clustering was originally designed to support firms in the direct marketing industry. The idea is based on three sound principles of market segmentation: Good segments should be sizable, profitable, and reachable. The last criterion, reachability, was largely unattainable with pre‑1970 methods. GD systems, which first came on‑line in the early 1970s, supplied the missing link‑the postal ZIP code‑to connect demographic and geographic market potential.

Every geographic unit defined by the U.S. Bureau of the Census, such as a census tract, a census block group, a county, or an enumeration district, is associated with either a single ZIP code or a unique collection of ZIP codes. (See Appendix 12A for an overview of U.S. census data.) Fortunately, any geographic unit relevant to marketing strategy can also be analyzed or profiled at the ZIP code level. This includes single‑family dwellings and other places of residence, but also larger geographic units pertinent to marketing decisions, such as Nielsen's designated market areas (DMAs), Arbitron's areas of dominant influence (ADIs), a magazine's readership list, or a retailer's trade zones (for example, Kroger marketing areas, or KMAs). As will be illustrated shortly, GD market segmentation thus uses geography to link (databased) information about otherwise diverse objects such as people, places, and inedia.
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Early Applications

L.L. Bean, Spiegel, and other direct marketers were among the early users of GD systems. Managers at a company such as L.L. Bean know that their potential customers are scattered throughout the country. But rather than mail expensive catalogs to every address, a more cost‑effective method is to locate geographic concentrations of "L.L. Bean types." Marketing strategy should be delivered directly and precisely to these concentrations using a "marketing bullet" rather than the shotgun strategy of earlier eras.

Repeated validation studies conducted in the mid‑1970s using PRIZM the original GD system ‑suggested that the idea had considerable merit. Not only did various geodemographic segments respond differently to different product offerings, but PRIZM consultants were able to show management at L.L. Bean and elsewhere how to link information about their target segments to other marketing services to form a composite network of information about purchase behavior, media viewing habits, and product ownership. By using a geodemographic research system, management at L.L. Bean and many other direct marketing firms could track not only where its clients lived, but also what magazines they read, what television shows they watched, and what other products they owned.

By the late 1970s it was clear that the geodemographic approach was a success. Although the concept is now more than 15 years old, some of its implications are just beginning to be recognized. To appreciate these, we need a more detailed understanding of the idea.

A DETAILED LOOK

The Raw Material: U.S. Census Data

The starting point for creating a geodemographic system is U.S. census data arranged for analysis in a large data matrix, as shown in Figure 12.2. The rows (observations) in this matrix are census block groups. The columns are measures of each block group.

In its decennial census, the U.S. government collects information from each household for about 150 different variables. 2 These include the marital status of individuals in a household, ages, genders, educational levels, national background, years of residence at that location, income, employment, and many others.

To ensure privacy, the census bureau does not report these measures on a household‑by‑household basis. In fact, the smallest unit for which complete statistics are available is the census block group (CBG). A block group usually contains about 300 households. 3 For example, income for a particular block group is reported in terms of the block group's percent of households with incomes in the bureau's predefined categories.

These aggregate measures form the columns in the geodemographic data matrix. Each block group is uniquely characterized by its vector of scores across all variables. As shown in Figure 12.2, block group i is a vector of 150 numbers. Although this vector is unique, there are others very similar to it scattered throughout the matrix. The objective is to identify and cluster census block groups with similar score profiles. People living in similar block groups share a large number of important socioeconomic and demographic characteristics. As a consequence, their buying habits, media preferences, and product choices are often similar.

Statistical Analyses

Although the data matrix for this problem is extremely large, modern high‑speed computers can sift through it easily to locate similar CBGs. The exact routine differs by supplier, but the basic concept is the same in all four cases.
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The search involves two steps. The first is to remove any unnecessary redundancy in the variable space. In other words, certain variables may be me'asuring the same latent construct, such as "socioeconomic status." If so, this redundancy should be removed before the second step, which consists of clustering block groups.

Step 1: Factor Analysis of Variables

An an example of redundancy, suppose the census bureau reported household income in both dollars and thousands of dollars. if so, then "household income" would be measured twice, and this variable's effective impact on the subsequent cluster analysis would be double its correct impact.

This problem is fairly easily rectified. In the hypothetical case, the two measures‑income in dollars and income in thousands of dollars‑would be correlated perfectly, that is, r = 1.00. Hence the redundancy could be identified through an analysis of product‑moment correlations, and one or the other measure could be eliminated.

A multivariate technique that examines the correlations between variables and removes redundancies is factor analysis. Although details would take this discussion too far afield, the result of factor‑analyzing a data matrix is illustrated as the horizontal condensation shown in Figure 12.3. The original data matrix is reduced from 150 fields in width to something much smaller‑ typically to between 25 and 35 "factors," where each factor represents a whole group of (highly intercorrelated) raw variables that measure the same thing. Each CBG then receives a score on each of these factors. Because mostly redundant information is removed by this process, the "trimmed" data matrix still contains almost all (usually upwards of 80 percent) of the valid or nonredundant information contained in the original matrix.

Step 2: Cluster Analysis of Block Groups

The second step is to use the factor score matrix (which is now 250,000 rows or CBGs bv about 30 columns or factors) to find clusters of census block groups. Cluster analysis is a multivariate technique used to solve problems of this sort. The principal goal is to find block groups that have similar score profiles across all factors. The distance between every pair of block groups is computed, and block groups that are "close together" are placed in the same cluster. However, 11 close together" in this sense does not refer to physical distance but rather to distance in the space of variables defined by the factor analysis. The formula for the distance (d) between two block groups x and y is:
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x and y are the n‑dimensional factor score vectors associated with two block groups, that is, two rows in the factor score matrix.

The formula produces a numerical index that measures the similarity between two block groups .4 Block groups that are indexed as extremely similar are placed in the same cluster. As a consequence, block groups nested within the same cluster exhibit nearly the same scores across all factors.

Results

The result of this process is to divide the 250,000 census block groups into a much smaller number of clusters or geodemographic market segments. The four main suppliers have each decided that between 40 and 50 clusters is optimal.
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In a single cluster there are therefore an average of about 6,000 CBGs. The actual composition of each cluster varies, of course, and is determined by the computer alogorithm used by the GD firm, which in turn is guided by certain statistical criteria. (Details are given in Appendix 12B.) The critical point is that all 6,000 block groups in a single geodemographic segment are quite similar. They are much more similar to each other than they are to block groups in other clusters .6 This brings us back to the point made in the chapter's opening quote: Two households from the same cluster are more likely to have similar characteristics than two households chosen at random.

The block groups in a single cluster are scattered throughout the country. Even though they are geographically dispersed, households in these block groups are likely to exhibit similar purchase habits because they share so many traits. For example, a high proportion may be interested in the L.L. Bean product line. In effect, the cluster analysis can locate all potential L.L. Bean clients regardless of whether they live in a neighborhood in Maine, a suburb of Chicago, or a section of Los Angeles.

PRESENTATION OF RESULTS TO CLIENTS

Each of the four major systems‑ACORN, ClusterPLUS, PRIZM, and MicroVision ‑presents the results from this factor‑then‑cluster process slightly differently. The designers of each system also assign descriptive names to each segment. The complete lists of names and cluster descriptions are discussed in Chapter 13. Here a simple generic version of a geodemographic system is brieflv described. Then an example from each system is used to illustrate how descriptive labels help clients to visualize the members of each segment, to see the people behind the numbers.

The generic system is presented in Figure 12.4. This illustration assumes that six clusters/segments (rather than 40 or 50) were identified using the factorcluster process. The six segments are mutually exclusive (a given CBG belongs to one and only one of them) and collectively exhaustive (every CBG belongs to a segment; none is left unclassified). They form a perfect partition of all the CBCs in the United States and, hence, all U.S. households, since each household lives in one and only one CBG. For purposes of the example, these six segments are referred to as Circles, Triangles, Squares, Stars, Ovals, and Diamonds.

A closer examination of the composition of one segment will help clarify the geodemographic concept. The diamonds, for example, are a collection of highly similar census block groups that are geographically dispersed throughout the United States but demographically virtually identical. Similarlv, CBGs in the other segments are also geographicalfy separated but matched demographically. In fact, Diamond CBGs, Star CBGs, and the other groups are thoroughly mixed in the natural spatial environment. The process of creating the geodemographic system unmixes them, sorting all CBGs into six useful categories.

In real systems such as ACORN and PRIZM, the names given to the various neighborhood types are both clever and descriptive. Table 12.1 shows the name and vital characteristics of the wealthiest segment identified within each of the four U.S.‑based systems. This segment is referred to as Old Money in the

TABLE 12.1.
The Wealthiest Segment


In Each of the F'our Geodemographic Systemsa


ACORN
ClusterPLUS PRIZM
MicroVision

Name
Old Money
Established Blue Blood
Upper




Wealthy
Estates
Crust

Size (households)
451,352
1,178,161
494,852
844,776

Median household


income
na
$66,432
$41,094
na

Percent of incomes


$50,000 or more
50‑60 (est.)
95
38
50

Percent home owners
90
93
83
92

Percent professional


and management
53
54
51
55

U.S. Figures'

1980
1988
1993

Population
226,545,808
254,301,936
255,799,536

Households
80,398,672
90,836,160
97,234,024

Median household


income
$16,886
$25,915
$27,880

Percent of incomes


$50,000 or more
4.6
16.3
19.8

Based on 1980 census figures and various brochures, fact sheets, and technical reports from each firm.

b From CACI Demographic & Income Forecast Report, CACI, Fairfax, VA, press date 3/2/88.
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ACORN system, as Established Wealthy in ClusterPLUS, as Blue Blood Estates in the PRIZM system, and as Upper Crust in MicroVision.7 Each supplier supplements these top‑line descriptions with other information, also discussed in detail in the next chapter.

A BASIC APPLICATION: LIST QUALIFICATION

Figure 12.5 is included to foreshadow the applications discussed in Chapters 13, 14, and 15. Here two lists‑a direct marketer's house list (its active clients) and a list of subscribers to Cash Flow magazine‑have been sorted into the generic

system. The graph at the bottom shows that relative to the U.S. population, Stars and Diamonds represent a disproportionate share of this direct marketer's customer base. For example, in the U.S. population 8 percent are Stars whereas among this direct marketer's clients 19 percent are Stars. The index formed by the ratio of these two numbers (19/8 = 2.38 x 100 = 238), shown as the thick bar in the graph, provides an easy way to "profile" this direct marketer's customer base, matching it against the known response pattern among current customers.

The thin lines in the graph indicate that the list from Cash Flow magazine provides a good match for this direct marketer. The majority of its readers are Diamonds (42 percent) and Stars (36 percent), so these two segments appear to be ideal targets if past client behavior is an accurate guide. The direct marketer will want to buy names from the list broker handling Cash Flow magazine. This list should be sorted by ZIP code, and only those ZIP codes associated with Diamonds and Stars should be used.

CONCLUSION

This chapter has explained the geodemographic concept, outlined marketing applications of commercial GD systems, and reviewed the statistical procedures factor and cluster analysis ‑used to create such systems. Factor analysis removes unwanted redundancy from the census data used to characterize census block groups. Cluster analysis then sorts all U.S. census block groups into a set of mutually exclusive, collectively exhaustive market segments. A commercial system such as ACORN, ClusterPLUS, PRIZM, and MicroVision comprises anywhere from 40 to 50 such segments.

The fundamental precept of geodemography is that households living in the same neighborhood tend to share buying habits, product preferences, and other elements of consumer behavior (such as media use patterns). Geodemography does not claim that patterns match exactly among neighborhood families, only that neighbors tend to be more alike than families picked at random from the general population. In other words, knowledge of a household's GD segment membership adds critical information that permits management to better predict that household's behavior.8

Evidence abounds supporting the claim that GD segmentation is helpful. For example, when a firm's client list is sorted into a GD system, most of the dollar volume (for a given item) is accounted for by a handful of GD segments; that is, 80 percent (or more) of the firm's business is accounted for by 20 percent (or less) of the general population. Management ty ically chooses the top three , P

to five GD segments as targets and uses the GD system to accurately profile members of each target‑by demography, media use habits, place of residence, and many other characteristics.

Finally, a GD system forms a valuable link‑via its emphasis on physical location ‑between various decision support databases. The elegance and efficiency of this link relative to other possibilities is discussed in subsequent chapters. Suffice it to say here that alternative approaches to segmentation have
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certain weaknesses not inherent in geodemography. For example, links using individual person IDs, such as Social Security numbers, are illegal. Segments based on unobservable characteristics, such as a person's "preference for (something)" or "political persuasion," are unreachable. And systems that use a specific purchase behavior, such as "bought Coke on the last store visit," are really promotion tools rather than segmentation schemes. 9

Notes

1. Peter Sleight and Barry Leventhal, "Applications of Geodemographics to Research and Marketing," Journal of the Market Research Society 31 (January 1989), pp. 75‑101.

2. In 1990 about one out of every six households responded to the full questionaire, and the remaining households responded to an abbreviated form with fewer than 150 data fields.

3. A census block group includes the households in an area four to six city blocks square. A precise definition is given in Appendix 12A. Analyses could be done with other census units, such as census tracts or countries; however, the census block group is the smallest unit for which complete data are available. There are approximately 250,000 CBGs or equivalents in the United States. Results for larger units can be obtained by upward aggregation.

4. This formula generates the Euclidean or straight‑line distance between two block groups. Other distance formulas exist, but this one is the most commonly used.

5. To be exact, ACORN uses 44 clusters, ClusterPLUS 47, and PRIZM 40; MicroVision comes in 50‑cluster and 95‑cluster versions.

6. Although the average cluster contains about 6,000 CBGs, any particular cluster might contain substantially more or fewer CBGs. The size varies as a function of the number of CBGs that share certain characteristics; one cluster might naturally consist of only 2,500 CBGs, and another might naturally consist of more than 8,000.

7. The specific census block groups that compose each of these four systems differ because they are based on the unique statistical methods of each supplier. The phrase "This segment is referred to.. . " means that the wealthiest segment in each, system is shown, not that different suppliers have assigned different names to the same segment.

8. The value of geodemographic information in any given application can be calculated using principles from decision analysis and probability theory  For example, given the prior (or unconditional) marginal probability that a household chosen at random from the U.S. population will buy item X, then Bayes' theorem permits the calculation of the posterior probability that H will buy X given information about the household's GD membership. If appropriate costs and payoffs are available, then posterior probabilities can be integrated over all GD segments to qualify the value of the GD system for that application.

9. A thorough debate about the value of "event‑defined" niche marketing versus geodemography would take this presentation too far afield. However, events (household buys Coke, baby arrives in household) require unique data collection techniques, may or may not have persistent effects on other household behaviors, and do not lead to segments that are easily profiled or analyzed via standard techniques thus their characterization as promotion tools rather than segmentation systems.

APPENDIX 12A:

OVERVIEW OF U.S. CENSUS DATA

Introduction

The Census Bureau tabulates data for geographic areas that range from entire states to small villages to city blocks. This massive amount of data is computerized so that bureau and other users can produce geocoded files, reference maps, maps for field operations, and thematic maps for publication. The Census Bureau also defines the geographic framework used to present data in nearly all statistical summaries and reports produced by the U.S. government.

Table 12.2 provides a brief description of each geographic area used by the Census Bureau. These are arranged in their natural hierarchical structure in Figure 12.6A and 12.613; counts for each type for both 1980 and 1990 are provided in Table 12.3. These areas include four national regions, nine divisions, the states within these regions, and various other categories, both political and statistical. For example, in 48 states the first order division is the county.'

The Census Bureau makes a distinction between political areas and statistical areas, though both of these are geographical units. Political areas are

TABLE 12.2. Census Area Definitions

Political Areas

United States: The 50 states and the District of Columbia; data are also collected for Puerto Rico, the Virgin Islands of the United States, Guam, American Samoa, the Northern Mariana islands, and the other Pacific territories for which the US. Census Bureau assists in the census‑taking process.

States: The 50 states.

Counties, Parishes, Statistically Equivalent Areas: The first order divisions of each state, the District of Columbia, Puerto Rico, and the outlying areas; counties for 48 states; parishes for Louisiana, boroughs and census areas for Alaska; also, independent cities in Maryland, Missouri, Nevada, and Virginia; municipios in Puerto Rico.

Minor Civil Divisions (MCDs): Minor civil divisions are legally defined subcounty areas such as towns and townships. For the 1990 census, these are found in 28 states, Puerto Rico (barrios), and several of the outlying areas.

Incorporated Areas: Political units incorporated as a city, town (excluding the New England states, New York, and Wisconsin), borough (excluding Alaska and New York), or village.

American Indian Reservations: Areas with boundaries established by treaty, statute, and/or executive or court order.

Alaska Native Regional Corporations (ANRCs): Business and nonprofit corporate entities set up by the Alaska Native Claims Settlement Act (PL. 92‑203) to carry out the business operations established by and for Native Alaskans under the act. Twelve ANRCs have specific boundaries and cover the State of Alaska except for the Annette Islands Reserve.

Statistical Areas

Alaska Native Village Statistical Areas (ANVSAs): A 1990 census statistical area that delineates the settled area of each Alaska Native Village (ANV). Officials of Alaska Native Regional Corporations (ANRCs) or other appropriate officials delineated the ANVSAs for the Census Bureau for the sole purpose of presenting census data.

represented in the U.S. political system by elected officials. These areas include states, counties, minor civil divisions (for example, townships), special areas (such as Indian reservations), congressional districts, voting districts, and school districts. Statistical areas constitute the bases for statistical counts but are not part of the political‑electoral structure of the nation. These areas include regions, divisions, metropolitan areas, urbanized areas, census county divisions, census tracts, and other special units such as tribal jurisdiction statistical areas and Alaska native village statistical areas.

The census block group is a statistical, rather than political, unit. Since it plays such an important role in geodemographic systems, a full description is given below.

A Census Block Group (CBG) is a small, usually compact area, bounded

by streets and other prominent physical features as well as by certain legal

boundaries. In urbanized areas, CBGs usually cover 4‑6 city blocks on a

side but may be as large as several square miles in less urbanized areas .2

TABLE 12.2. (Continued)

Ribal Designated Statistical Areas (TDSAs): Geographic areas delineated by tribal officials of recognized tribes that do not have a recognized land area for 1990 census tabulation purposes.

Ribal Jurisdiction Statistical Areas (TJSAs): Geographic areas delineated by tribal officials in Oklahoma for 1990 census tabulation purposes.

Census County Divisions (CCDs): Areas defined by the Census Bureau in cooperation with state and local officials in states where MCDs do not exist or are not adequate for reporting subcounty statistics.

Unorganized Territories (UD): Areas defined by the Census Bureau for those portions of a state with MCD's where MCDs do not exist or are not adequate for reporting subcounty statistics.

Census Designated Places (CDPs): Densely settled population centers without legally defined corporate limits or corporate powers defined in cooperation with state officials or local data users.

Census Racts: Small, locally defined statistical areas within selected counties, generally having stable boundaries, and, when first established, designed to have relatively homogeneous demographic characteristics.

Block Numbering Areas (BNAs): Areas defined for the purpose of grouping and numbering blocks in counties without census tracts.

Block Groups: A collection of census blocks sharing the same first digit in their identifying number within census tracts or BNAs.

Census Blocks: Small, usually compact areas, bounded by streets and other prominent physical features as well as certain legal boundaries. In some areas, they may be as large as several square miles. Blocks do not cross BNAs, census tracts, or county boundaries. There are two types of block‑numbers: collection block number (3‑digit) and tabulation block number (3‑digit with a suffix). A tabulation boundary, such as a political boundary, can split (subdivide) a collection block. Once the 1990 census tabulation boundaries are final, the Census Bureau will assign an alphabetic suffix to a block split b~l a tabulation boundary, but the three‑digit collection block number will remain unchanged. For example, collection block 101, split by a 1990 political (tabulation) boundary, will become tabulation blocks 101A and 101B.

TABLE 12.3. Census Geographic Unitsa




1980

1990 (est.)

Political Areas


United States



Regions

4
4



Divisions

9
9



States

50
50



District of Columbia

1
1



Outlying areas

6
5

Counties, parishes, and other


statistically equivalent areas
3,231
3,231


Minor Civil Divisions
30,429
30,300


Incorporated Places
19,176
19,500


American Indian Reservations
275
300


Alaska Native Villages
209
‑


Alaska Native Regional Corporations
12
12

Statistical Areas


Alaska Native Village Statistical Areas
‑
215


Tribal Designated Statistical Areas

50


Tribal Jurisdiction Statistical Areas
‑
15


Census County Divisions
5,276
5,300



Unorganized Territories
62
60



Other statistically equivalent areas
274
300


Census Designated Places
3,733
4,000


Census Tracts
43,383
48,200


Block Numbering Areas
3,404
11,200


Block Groups b
156,163
190,000


Blocks
2,473,679
8,500,000

Source: "Tiger/Line Prototype Files, 1990," U.S. Department of Commerce, Bureau of Census Technical Documentation (1989), p. 29.

b The text refers to "250,000 census block groups" as the unit of analysis for a geodemographic system. Although there are fewer CBGs than this, the matrix analyzed to create a GD system contains nearly 250,000 rows. The analysts include other statistical units (CBG equivalents) in non‑urban areas where CBGs are undefined. These include Minor Civil Divisions, Incorporated Places, and Census Designated Places.

The Census Bureau

The U.S. Bureau of Census has a number of major administrative divisions, including the Geography Divison and the Data User Services Division (DUSD). The DUSD is particularly important to marketing scientists since it supplies census data to commercial and private clients. Its primary concern is to make the data resources of the Census Bureau more accessible to and useful for the nation's urban plai~.ners, social scientists, businesses, and other data users. To help these parties acquire, understand, and apply Census Bureau products, the DUSD holds seminars and workshops at Census Bureau headquarters in
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Washington, D.C., and in locations around the country. The DUSD also prepares catalogs, guides, indices, case studies, procedural histories of major programs, and other reference aids. Most important for the developers of marketing research systems, the DUSD sells computer‑readable products, microfiche, and reports; it promotes these products through such channels as newsletters, conferences, exhibits, and direct mailings.

History

The U.S. Bureau of Census has maintained a distinguished record of innovation in data collection and processing techniques since the first census was conducted in 1790. These innovations include the first use of maps to portray U.S. statistical areas in 1890; the first use of a mechanical tallying machine, the Seaton Device, in 1872; the introduction of electronic machine tabulation, the Hollerith Machine, in 1890; the introduction of scientific sampling techniques in census taking in 1940; the first major use in census‑taking of a computer, UNIVAC‑1, in 1951; development of the first optical sensing device for computer input, FOSDIC, in 1953; development in 1968 or the GBF/DIME System for assigning addresses to geographic locations; and the application of computer graphics for the Census Bureau~s map presentations in 1975.

Census Methodology

For censuses before 1951, the Bureau's data collection methodology relied on enumerators visiting every household and business in the United States. Using Census Bureau maps, they matched each residence with its census geography and recorded information about both the physical dwelling and its occupants. By 1960, this process had become prohibitively expensive and time‑consuming. Instead of having enumerators deliver 1960 census data questionnaires, the Census Bureau asked the U.S. Post Office to deliver some of the forms. Enumerators then collected the completed form from each household and used personal interviews to handle long‑form questionnaires. Geographically, the 1960 process remained unchanged; enumerators still assigned each living quarter to its geographic location based on personal observation.

The success of the post office delivery technique led to the adoption of the mail census ‑ mailout/mailback‑ technique. Since enumerators no longer visited every household, in the mid‑1960s the bureau initiated major changes in its approach to the preparation of geographic products. The new approach resulted in the development of address coding guides (ACGs). These ACGs provided computer‑based information that allowed the Census Bureau to link addresses to streets and other features shown on existing and updated Census Bureau maps. The bureau used these ACGs and an enhanced file structure, the Geographic Base File/Dual Independent Map Encoding (GBF/DIME), to process the workplace responses from the 1970 census. In simple terms, the GBF/DlME technically enhanced ACG files by encoding more features and providing powerful new file‑editing capabilities.

All the geographic products from past censuses ‑including the maps, the ACGs, the GBF/DIMEs, and the geographic reference files‑suffer from divergent ways of describing the earth's surface. Conflicting definitions eventually

caused problems; that is, each product had to be prepared separately, a process that required complex clerical operations and literally thousands of person‑hours. Errors accumulated and inconsistencies were introduced when these products were brought together. 3

In order to alleviate these problems and to take advantage of important advances in information processing, the Census Bureau developed a new system called TIGER. Prior to its use for the 1990 census, TIGER was in development and underwent extensive tests for more than eight years. The first commercial versions of TIGER were made available in late 1991. This systems marks a new era of geodemography.

The TIGER System

The Topologically Integrated Geographic Encoding and Referencing System (TIGER) automated the mapping and related geographic activities for the 1990 decennial census and provides a foundation for continued automation of the Census Bureau's geographic operations. TIGER represents important new opportunities for developers of marketing research systems because of its scope and detail.

In simple terms, the TIGER file consolidates the separately prepared maps and other geographic products of the past into one seamless, nationwide database capable of providing the products and services necessary for the 1990 census. To avoid duplicating geographic automation work done by others, the Census Bureau entered into a major cooperative agreement with the U.S. Geological Survey (USGS). This project refined the automated processes developed to convert USGS 1:1,000,000‑scale maps into computer‑readable files that meet the mission responsibilities of both agencies .4

The TIGER System is rich in possibilities for products produced by the Census Bureau: full‑color maps that bring detailed data to life, microcomputerbased geographic information systems, maps for the entire country (down to the CBG) on a single CD‑ROM disc, direct access to Census Bureau data tabulations through a "map" displayed on a graphics terminal, and so on.

Some of these products will be developed by the bureau, but many more will be developed by corporations. For‑profit companies often transform census files into products and services that have commercial value for various industries, applications, and market segments. These commercial ventures include the four geodemographic firms discussed in Chapters 12 to 16 as well as many others, such as National Planning Data Corporation, a supplier of refined census data to the major geodemographers.

The Census Bureau will limit its own output of products to those shown in Table 12.4. The bureau's policy is not to compete head‑on with private enterprise, partly due to limited resources, but also to avoid being distracted from its primary responsibility by tasks that can be better fulfilled by for‑profit firms.

Table 12.4 is arranged into three major sections: maps, reports, and computer files. The maps break down into two primary subgroups: J) maps showing information on the' geographic structure tabulated in the 1990 census and (2) maps providing displays of data in appropriate geographic distributions. The reports available from TIGER are limited to street index guides, but a variety of

TABLE 12.4. TIGER Products

TIGER System Maps

Map
Description

1990 Census Block‑Numbered Maps
Large‑scale, most detailed maps by


tabulation block. Shows block ID‑code,


boundaries, and other details and features.

1990 Census County Block Maps
County maps produced at the maximum


practical scale on a reasonable number of


map sheets; 1‑4 sheets, 32" X 32".

Summary Reference Maps
Include County Subdivisions Voting District,

(Outline Series)
State MSA, County, Congressional Districts,


Native American Areas, and Urbanized


Areas maps. These outline maps vary in


content and scale but mainly show area


names and boundaries with some features.

Statistical Thematic Maps
Depict statistical topics published as multi​


colored single‑sheet wall maps and page​


sized maps. Themes include population


density.

TIGER Reports

Report
Description

Street Index Guides
Small‑scale maps that index streets in a particular geographic unit; e.g., city block groups, counties, etc.

TIGER Computer Files

(expected availability date in parentheses)

File 
Description

TIGERIBOUNDARY 
Contains coordinate data for several specific

(1991)
boundary sets; e.g., counties, tracts, block

groups, etc.

computer‑readable files supplement the bureau's "hard‑copy" output. For further detail about these products, see U.S. Bureau of the Census, FACTFINDER for the Nation: Census Bureau Programs and Products, CFF No. 18 (rev) May 1990, pp. 1‑24.

Notes

1. Counties are replaced by parishes in Louisiana; boroughs and census areas ill Alaska; independent cities in Maryland, Missouri, Nevada, and Virginia; and municipos in Puerto Rico.

TABLE 12.4. (Continued)

TIGER Computer Files

(expected availability date in parentheses)


File

Description

TIGERILINE

Provides digital data for all features

(1991)

displayed on 1990 census maps and the



associated geographic area codes on either



side of every mapped feature ‑released for



units such as states, counties, and census



blocks.

TIGER/DATA BASE
Contains digital data for all points, lines,

(1991)
and areas displayed on 1990 census maps in


a standard digital cartographic interchange


format.

TIGER/AREA
Equates specific subsets of census geographic

(1992)
areas to program‑defined areas. Any area


(trade area, area of dominant influence, etc.)


can be defined, and all blocks in the area can


be aggregated, analyzed, and summarized.

TIGER/COMPARABILITY
Contains data that provide comparability

(1991)
information for the same geographic unit


in 1980 and 1990. Provided only for Census


Tracts.

Source: Robert A. LaMacchia, Silla G. Tomasi, and Sheldon K. Piepenburg, "The TIGER Mle Proposed Products," delivered at the National Conference of State Legislators, Hartford, CT (November, 1987).

2. For a more formal but less descriptive definition, see the 1990 Census of Population and Housing, Tabulation and Publication Program, U.S. Department of Commerce, Bureau of the Census, July 1989.

3. For example, miscoded digits in a geographic identifier (such as coding 8885 instead of 8855) or omission of a block number resulted in mismatches that affected other Census Bureau products, often with disastrous results.

4. A description of this entire process can be obtained from Robert W Marx, Chief, Geography Division, Bureau of the Census, Washington, D.C. 20233.

APPENDIX 12B:

CLUSTER ANALYSIS FOR GEODEMOGRAPHIC

MARKETING RESEARCH SYSTEMS: AN OVERVIEW

All four geodemographic systems were developed using the statistical method known as cluster analysis. Appendix 12B summarizes some key points about this technique. A simple illustration is used to convey the essentials and to show how cluster analysis is applied to geodemographic problems. Following the explanation, some strengths and weaknesses of centroid clustering, the approach used by the major suppliers, are discussed. Additional technical detail is available in a number of texts and monographs.'

Cluster Analysis in Geodemographic Systems

The objective of geodemographic cluster analysis is to find census block groups (or even smaller geographic units such as ZIP+4 postcode areas) that are similar to one another across all census variables. 2 The working principle is that two block groups with similar score profiles will contain similar types of families living in roughly parallel environments. Clustering block groups is, therefore, an indirect way of finding households that look, live, and respond alike.

Cluster analysis is analogous to sorting any collection of things‑marbles, coins, silverware, or dogs‑into homogeneous subgroups. The sorting process is based on criteria such as color, denomination, function, or breed, respectively. Sorting partitions a collection or set into smaller groups or subsets. Within a group, members are similar with respect to the chosen criteria, but between groups there are clear distinctions. For example, sorting a collection of dogs by breed yields several groups. Within any one breed, such as Golden Retriever, the dogs look alike, although subtle individual differences are apparent. Despite each animal's unique characteristics, a specific golden retriever still looks much more like other golden retrievers than it looks like members of another breed such as Great Dane or Boxer.

When sorting dogs by breed, an amateur can rely on visual cues and informal judgment. Experts are able to refine the partitioning process because they rely on more cues and can accurately assess each dog's "scores" on each cue .3

The cues in a geodemographic system are census variables, and each census block group (CBG) has a unique p4le of scores across cues. Because similarity of CBGs can not be determined visually, the clustering process must be formalized; the vagaries of human judgment must be replaced by the precision of mathematics. The net result, however, is analgous to that obtained in any sorting process. The 250,000 CBGs are partitioned into 40 or 50 clusters. Within a singlp cluster, members are very similar, though individual differences remain. As a collective, each group is quite different from any of the other groups that have been recovered by the analysis.

Consider a case where there are only 10 CBGs, each scored on two variables, as shown in Table 12.5. In this example the scores for each variable range from zero to ten. Although in practice score ranges are not this orderly, raw scores are typically standardized to avoid improper effects due to differences in measurement units.' A scan of the data matrix in Table 12.5 provides a rough idea of which CBGs are similar to one another. For example, a, b, and c have score profiles that are nearly the same.

If each census block group is plotted in a two‑dimensional space using the variables as axes, then their similarity or dissimilarity becomes more apparent. A D10t is shown in Figure 12.7. Even a cursory glance at Figure 12.7 suggests that
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there are natural clusters of census block groups. Of course, it is not clear how many clusters exist. The answer depends on how finely one wants to partition these data. if only two clusters are required, then C I= la, b, c, d, ej I and C2 = 1g, h, iJ I is a natural choice. However, the first cluster could be divided further into C1. I = Ja, b, cl and C 1.2 = Id, ej 1. If greater refinement were desired, then one would split the second cluster into C2.1 = Jh, gJ and C2.2 = JiJ 1. The selection of an appropriate number of clusters requires seasoned judgment, but it is also a function of a project's purpose, management's needs, and comprehensibility.

Switching from an algebraic (data matrix) approach to a visual/spatial approach eases the task of identifying natural groupings in this small example. In practice, with 250,000 CBGs and 150+ census variables, a plot like Figure 12.7 is infeasible. Therefore, the cluster analyst must find a way of "seeing" the natural groupings in a data set without being able to look.

The visual cue that suggests that natural groupings in Figure 12.7 is interpoint distance. Fortunately, the distance between any two points in space can be defined even if these points lie in 150 dimensions rather than in two dimensions. Clustering algorithms rely on interpoint distances to search for groups of points that are close together.

In two dimensions, the distance between two points is calculated by using the Pythagorean theorem. For example, the distance between points c and d in Figure 12.7 can be expressed algebraically in terms of each point's coordinates on the two dimensions as shown in equation (1).

d (c, d) = [ (5 ‑ 7)2 +(2‑ 1)2]1/2 = 2.23

In words, the length of the hypotenuse (e.g., the side connecting points c and d) is obtained by squaring the length of the side parallel to axis VI, (7 ‑ 5)2 in this case, squaring the length of the side parallel to V2, (2 ‑ 1)2 in this example, adding these two quantities, and taking the square root of the sum.

Formula (1) generalizes to any number of dimensions as shown in formula (2). The only change needed is to sum over all n dimensions rather than over just two.
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The next section explains in more detail how the 10 CBGs in Figure 12.7 would be partitioned in an actual application.

Centroid Clustering

The four major geodemographic systems are each based on a particular approach to cluster analysis called centroid clustering. A centroid clustering technique attempts to find high density regions of CBG points ‑ball‑like clusters‑in the multivariate space of census scores.

Several computer algorithms are available to perform centroid clustering. These include the KMEANS algorithm, the BC‑TRY package, and FASTCLUS in SAS, to name a few. Two variations of centroid clustering have been applied to the geodemographic problem. The first, called the KMEANS approach, predefines the number of clusters sought and forms these clusters using an iterative procedure that minimizes an explicit objective function. The second method also iterates to a solution, but there is neither an explicit objective function nor a predefined number of clusters. With the second approach, descriptive summaries of the clusters formed at any given stage are used to help determine the appropriate number of clusters.

Commonalities between the Two Approaches

Both these approaches are iterative. They begin with arbitrary starting points, form temporary clusters, add a new point to a cluster if the point is closest to that cluster's centroid, and continue to rearrange the points until no further changes are helpful.

The centroid of a cluster of points is a single point found by taking the mean score on each dimension across all points in the cluster. For example, in Figure 12.8, if JiJ I were a cluster, then its centroid would have coordinates (4 + 3)/2 = 3.5 on dimension one and (8 + 10)/2 = 9.0 on dimension two; e.g., the centroid is the point (3.5, 9.0) indicated by the asterisk near points i and j. (If i and j are considered objects with equal weights, then their center of gravity or two‑dimensional balance point is precisely at the point asterisk.) The distance from a point to a cluster is defined as the distance from the point to the cluster centroid. The distance between two clusters is defined as the distance between their centroids.

All centroid algorithms try to find tightly packed, ball‑like clusters. In a ball‑like scatter of points, the mean distance from all points to the cluster centroid is small. These algorithms, therefore, search for swarms of points where distances within the group are small while between‑group distances are large.

KMEANS

The KMEANS algorithm formalizes this objective by trying to partition all the points into a fixed number of clusters in a way that minimizes total within‑cluster error. Error in a single cluster is defined as the total squared distance from each member point to the cluster centroid.

With KMEANS clustering, the analyst fixes the number of desired clusters. The algorithm then selects a starting point (an initial set of centroids), and points

are assigned to the centroid to which they are closest. Once new points are added to a cluster, the cluster centroid shifts, Thus, in a subsequent step, points must be reassigned to their closest centroid; this is a process designed to minimize error. This process of assignment, centroid shift, and reassignment continues until a minimum error solution is found.

For example, in Figure 12.8, if two clusters are desired, KMEANS might start with the two most distinct points, e and j, as preliminary centroids. KMEANS would then apply a special initialization criterion to generate a preliminary division of the points into two groups.5 Applying this criterion results in the split shown in Figure 12.8 where Ji, jJ are in one preliminary group and all the other points are in the second preliminary group. The centroid for group 2 is also shown in the exhibit as an asterisk.

At this stage, points would be reassigned to their nearest centroid, resulting in the partition la, b, C, d, e, f I and ~g, h, i, il. The centroids would shift, and in this case the process would terminate because further shifts cannot improve the two‑group partition.

Problems with KMEANS

The primary problem with the KMEANS approach is that it is subject to local minima. This means that the algorithm can incorrectly "believe" that it has found the best (minimum error) solution when it has not. Local minima arise because the KMEANS approach is sensitive to the starting point. The algorithm's progress toward a global minimum is also hindered by trying to assign points one at a time. Given a particularly poor starting configuration, the algorithm can gain momentum and proceed down an algorithmic cul‑de‑sac.

Local minima can sometimes be avoided by rerunning a KMEANS analysis using different starting points. If the algorithm repeatedly converges to the same solution, then this solution is probably the best one (the global minimum error). it should be emphasized, however, that using multiple starting points in no,%vay guarantees a (globally) minimal error for a predefined number of clusters.

Other Approaches

Other centroid algorithms, such as the BC‑TRY system or SASs FASTCLUS, do not explicitly minimize an error function. They do, however, evaluate the efficiency of a solution at various stages. These algorithms start by slicing the space into a number of regions and counting the points in each region. Regions with high densities are chosen as core object types. The centroid in each core is computed, and points are clustered with their nearest centroid, just as in the KMEANS procedure. New centroids are then computed, and the process iterates until it stabilizes.

Because the number of clusters is not predetermined, an algorithm like BC‑TRY reports cluster solutions for a series of levels; that is, for G groups, for G‑1, G‑2 and also for G+I, G+2 groups, and so forth. For example, in Figure 12.7, one must decide between the 2, 3, and 4 group solutions depending on

6

how tightly packed (homogeneous) one wants the clusters to be.

The distinction between these two approaches can be summarized by saying that the KM EAN S algorithm fixes the number of clusters at G and seeks the best partition of the points subject to this constraint. Other centroid algorithms yield several solutions at different levels of coarseness/fineness and ask the analyst to decide after the fact how manv clusters seems best. In commercial applications, the "best" number of clusters is determined by mixing purely scientific criteria (e.g., statistical tests of the null hypothesis of "no clusters") with managerial criteria such as interpretability and manageability.

CONCLUSION

Carefully performed analyses with either of these approaches will result in an appropriate and actionable partition of census block groups for application in a geodemographic research system. Competitive pressures and a need for easily interpreted results have forced the major suppliers to use 40 or 50 clusters rather than 400. Given the constraints of achieving a 40 to 50 group solution, prudent application of an' of several available algorithms should result in the emergence of fairly similar groups.
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FIGURE 12,8, The KMEANS Approach




The 1990 census presents an opportunity for each company to rethink its system. The micro‑marketing philosophy has pushed certain suppliers to offer a finer partitioning of the national market. Counterbalancing the push toward refinement is the client need for continuity from one decade to another; that is, frequent users of a particular system become used to that system's standard segmentation model. Clients want to continue to use the same groups from previous versions of a system. Selected solutions to this tradeoff are discussed in Chapter 13.

Notes

1. For example, see William R. Dillon and Matthew Goldstein, Multivariate Analysis: Methods and Applications, Chapter 5, New York: Wiley, 1984; Paul E. Green and Donald S. Tull, Research for Marketing Decisions, 4th ed. Chapter 13, Englewood Cliffs, NJ: Prentice‑Hall, 1978; Gilbert A. Churchill, Jr., Marketing Research: Methodological Foundations, 4th ed., Hinsdale, IL: Dryden Press, 1987, pp. 777‑788; and a variety of monographs and brochures dedicated to one or several specific clustering algorithms.

2. Certain vendors supplement census data with their own proprietary data in order to cluster ZIP+4 areas. For example, National Decision Systems developed its geodemographic product MicroVision using the Equifax Consumer Marketing Database (ECMD). ECMD includes a variety of financial data about each household; that is, number of credit lines open, sum of high credit, and so on. Further detail is available in Chapter 13.

3. The word cue stands for a trait (a variable, a dimension, a characteristic) that can be used to describe all dogs. A particular animal's score on a given cue is an instantiation (level, degree) of the general concept. For example, each dog has a weight. A particular dog's weight is a specific level on the weight dimension.

4. Most cluster routines are preceded by a factor analysis of variables. Factor analysis eliminates redundancy among raw scores and controls the effects of different measurement units for different types of variables. Following a factor analysis, each CBG is assigned a series of factor scores, one per recovered factor. Unlike the original variables, factors are uncorrelated. For example, one of the factors in the PRIZM system is household income. This factor is a composite, or a weighted sum, of variables such as household member occupations, number of workers in a family, and their various wage levels. A second approach used by CACI eliminates the factor analysis step and works directly with census variables, 49 variables in CACI's case. The variables are standardized prior to the cluster analysis so that their measurement units are comparable; however, raw variables are not necessarily statistically independent (e.g., nonredundant).

5. Details of KMEANS' initialization algorithm are given in Dillon and Goldstein, pp. 187‑188. There is no failsafe method for choosing the initial position of the G centroids where G is the predetermined number of groups. KMEANS specialists offer various suggestions, such as picking G points that are maximally dispersed or picking G points at random.

6. For further discussion of these points, see David J. Curry, "Some Statistical Considerations in Clustering xvith Binar\ Data," Multivariate Behavioral Research (April 1976), pp. 175‑188.

GEODEMOGRAPHIC
RESEARCH FIRMS:

13

THE BIG FOUR

Here was a new way of looking at the nation‑not as fifty states but rather [as] forty neighborhood types, each with distinct boundaries, values, consuming habits and political beliefs.

Michael J. Weiss,

The Clustering of America

INTRODUCTION

Chapter 12 gives a top‑down explanation of the geodemographic concept but does not provide detail about existing commercial systems. This chapter reviews the four major U.S. GD systems (ACORN, ClusterPLUS, PRIZM, and MicroVision) in detail, highlighting the segments that comprise each system and profiling the companies that build and maintain them.

All four systems adhere to the generic model described in Chapter 12. However, important differences among the systems exist. System builders implement the factor and cluster analysis phases differently, sometimes supplement census data with proprietary data, and mav include other observation units (such ‑is postal ZIP codes) in the analysis.

Two statistical approaches for evaluating the results from a GD analysis the Lorenz curve (or Gains Chart) and the chi‑square discrimination test‑are also outlined in this chapter. These methods permit a system user to decide whether geodemography can improve his or her firm's targeting relative to the standard baseline of targeting to the general population. The statistical tools are illustrated using two basic examples. Interested readers, especially technical specialists who need detail for writing computer programs to implement Lorenz curve analysis, should refer to the appendix of Chapter 15.

Chapters 13 and 14 explore many of the common features of competing geodemographic systems. For example, each firm offers various ty es of indices , P

that assist a client interested in profiling customer lists, sales accounts, retail trade areas, or media. Each company also offers (in their mainframe systems and the desktop systems, which will be discussed in Chapter 15) specialized mapping and site location analyses. Arguably, the most important differences among GD suppliers are their unique approaches to problem‑solving, pricing, and customer relations. Readers are advised to contact corporate representatives in order to become better informed about the competitive advantages offered by each system.

THE BIG FOUR U.S. SYSTEMS

Table 13.1 shows the name, size, founding year, and sponsoring firm for each system. The systems range in size from a minimum of 40 clusters to a maximum of 50. Of the four, PRIZM is the oldest, although both PRIZM and ACORN are second‑generation systems. PRIZM was originally developed with 1970 census data using ZIP codes as the observation unit. PRIZM's second generation, based on the 1980 census, replaced the ZIP code with the census block group. Although it is based on 1980 census data in the United States, ACORN is a second generation system because it imported statistical methods to the United States from a British counterpart developed during the mid‑1970s. ClusterPLUS and VISION (MicroVision's predecessor) were both developed in the United States using 1980 census data. With the completion of the 1990 census each of these systems is now in a second generation.

TABLE 13.1. The Four U.S. Geodemographic Systems



Date


Number of
Created


Year

Name
Segments
(U.S.)

Company Name
Founded

ACORN
44
1981
CACI‑Federal
1962

ClusterPLUS
47
1982
Donnelley Marketing
1917




Information Services

PRIZM
40
1974
Claritas
1971

MicroVision
50(95)
1983
Equifax: National Decision
1901




Systems
(1979)

CACI: THE ACC3RN SYSTEM

Company Background'

ACORN is an acronym for A Classification of Residential Neighborhoods. The system was created by CACI, a high‑technology and professional services corporation founded in 1‑ 962, with annual sales in 1987 of approximately $135 million worldwide. ACORI'‑4 is produced by CACI's Advanced Marketing Systems Group; other divisions include systems engineering, logistics sciences, proprietary analytical software products, and market analysis consultancies groups. CACI's markets include defens4‑‑, aerospace, communications, financial, real estate, retailing, and other sectors c>f public and private enterprise.

According to 4company literature, the ACORN system "draws vivid social, financial, housing, and lifestyle portraits through the use of a precise customer profiling system." Ns with each GD system, CACI's demographers examined the characteristics of t4e roughly 250,000 CBGs using U.S. census data as described in Chapter 12. The result was 44 distinct market segments, each containing households with a unique propensity to purchase specific products and to use certain media.

In addition to the United States, the ACORN system is also marketed in the United Kingdom, Canada, Finland, France, Germany, Norway, Sweden, Italy, and Australia. In each country it is based on the appropriate census unit for that market. (For example, the British equivalent of a CBG is an enumeration district of which there are approximately 130,000.)'

ACORN Segments

Table 13.2 shows the 44 ACORN segments, the descriptive name assigned to each segment, and their sizes relative to the U.S. population. Table 13.2 also shows how the basic ACORN segments have been grouped. For example, the three wealthiest segments‑Old Money, Conspicuous Consumers, and Cosmopolitans ‑ comprise ACORN's A Group. Each GD firm presents its segments in this two‑tier fashion. Segments in a single "supergroup" share a number of characteristics and offer a broader but often more convenient breakdown of the market. Supergroups are discussed in more detail on page 238‑239.

DONNELLEY MLARKETING INFORMATION SERVICES:

THE CLUSTERIPLUS SYSTEM3

Company Background

Donnelley Marketing Information Services was formed in 1882 as a branch of R. R. Donnelley and Sons, a Chicago‑based printing firm. The company specialized in preparing telephone directories for publication. In 1922, it began to 01111Pile mailing lists of automobile and truck owners, renting these lists to automotive parts manufacturers interested in selling through the mail. In 1961, the operation was acquired by the Dun and Bradstreet Corporation and in 1976, as

       TABLE 13.2. The ACORN Market Groups and Segments

       ACORN                              1987 households

       Segment       Description          (hundreds)   Percent

       A Group Wealthy Metropolitan Communities     3,564,811  4.0

         Al    Old Money                     451,352   0.5

         A2    Conspicuous Consumers         922,885   1.0

         A3    Cosmopolitan Wealth           2,190,574 2.4

              M-end-setting,

       B Group Suburban Neighborhoods        16,687,141   18.6

         B4    Upper Middle Income Families  2,449,714 2.7

         B5    Empty Nesters                 2,269,223 2.5

         B6    Baby Boomers with Families    3,189,811 3.5

         B7    Middle Americans in New Homes 4,766,129 5.3

         B8    Skilled Craft and Office Workers     4,012,264  4.5

              Apartment House and

       C Group College Communities           9,027,364 10.0

         C9    Condominium Dwellers          1,791,874 2.0

         C10   Fast-Track Young Adults      5,329,368 5.9

         C11   College Undergraduates        291,272   0.3

         C12   Older Students and Professionals     1,614,850  1.8

       D Group Big City Urban Neighborhoods  2,632,285 2.9

         D13   Urbanites in High Rises       1,092,782 1.2

         D14   Big City Working Class        1,539,503 1.7

              Hispanic and

       E Group Multiracial Neighborhoods     6,679,236 7.4

         E15   Mainstream Hispanic-American  2,084,862 2.3

         E16   Large Hispanic Families       1,376,915 1.5

         E17   working-class Single Families 1,322,383 1.5

         E18   Families in Pre-War Rentals   988,885   1.1

         E19   Third World Melting Pot       896,191   1.0

       F Group Black Neighborhoods           5,287,730 5.9

         F20   Mainstream Family Homeowners  2,800,466 3.1

         F21   Trend-Conscious Families     1,711,474 1.9

         F22   Low-Income Families           775,790   0.9

       G Group Young middle-class Families   7,547,408 8.4

         G23   Settled Families              3,083,219 3.4

         G24   Start-up Families             4,464,189 5.0

part of a corporate identity program, the marketing division of Donnelley became known as        Donnelley Marketing Information Services, one of the five companies in the parent corporation's  Marketing Services Croup.

Besides maintaining its National List Service, Donnelley has a Field Marketing Services Group that performs person-to-person product sampling and couponing in high traffic areas. The company is also known for its consumer direct marketing and sales promotion programs, including the Carol Wright cooperative mailing program, which delivers cents-off coupons and product samples

       TABLE 13.2. (Continued)

       ACORN                              1987 households

       Segment       Description          (hundreds)   Percent

              blue-collar

       H Group Families in Small Towns       10,197,072   11.3

         H25   Family Sports and Leisure Lovers      1,871,137 2.1

         H26   Secure Factory and Farm Workers       1,844,301 2.1

         H27   Family Centered blue-collar   2,864,162 3.2

         H28   Minimum Wage White Families   3,617,472 4.0

              Mature Adults

       I Group in Stable Neighborhoods       19,278,939   :21.4

         129   Golden Years Retirees         2,212,030 2.5

         130   Adults in Pre-War Housing     4,625,729 5.1

         131   small-town Families           5,616,421 6.2

         132   Nostalgic Retirees and Adults 915,838 1.0

         133   Home-Oriented Senior Citizens 1,808,360 2.0

         134   Old Families in Pre-War Homes 4,100,561 4.6

              Seasonal and

       J Group Mobile Home Communities       1,891,753 2.1

         J35   Resort Vacationers and Locals 755,265 0.8

         J36   Mobile Home Dwellers          1,136,488 1.3

              Agriculturally

       K Group Oriented Communities     854,733    1.0

         K37   Farm Families            574,487    0.6

         K38   Young, Active Country Families      280,246     0.3

              Older, Depressed

       L Group Rural Towns                   5,754,606 6.4

         L39   Low-Income Retirees and Youth 2,838,200 3.2

         L40   Rural Displaced Workers       79,508    0.1

         L41   Factory Worker Families       2,438,956 2.7

         L42   Poor Young Families           397,942   0.4

       M Group Special Population            530,618 0.6

         M43   Military Base Families        456,357 0.5

         M44   Institutions: Residents and Staff     74,261    0.1

              US. Total                      89,933,696   1(0.0

       to more than 30 million "heavy user" households; the Carol Wright Hispanic coupon and sampling program, which reaches 2.2 million Hispanic families; and the New Age cooperative coupon and sampling program, which reaches 12.2  million "50-and-over" households.

ClusterPLUS

ClusterPLUS was originally created in 1982 by an extensive analysis of 1980 census data. Donnelley analysts isolated 64 key census variables via their version of the factor analysis stage in the creation of a geodemographic system. Cluster analysis was then applied to produce the 47‑cluster scheme known as ClusterPLUS.

In 1986 and in each year since, Donnelley has evaluated the ClusterPLUS typologies against current year data using its DQV index.' DQV contains about 200 demographic and behavioral variables on 78 million households; it is in effect a miniature U.S. census and can track changes in ethnic composition, areas of new development, and changes in household affluence. With DQV Donnelley keeps track of how neighborhoods are changing by evaluating data for individual households within the CBGs that make up a cluster type. If the two are significantly different, then the CBG is reassigned to its appropriate segment. The complete list of ClusterPLUS segments is shown in Table 13.3.

TABLE 13.3. The ClusterPLUS Market Groups and Segments


Percent of Percent of

ClusterPlus

U.S. 
U.S.

Segment
Description
Population Households



Highly Educated, High‑Income,


Group 1
Suburban Professionals
10.3%
8.5%


Sol

Established Wealthy
1.5
1.3


S02

Mobile Wealthy with Children
2.2
1.1


S03

Young Affluents with Children
2.2
2.1


S04

Suburban Families with Teens
1.7
1.5


S05

Established Affluents
2.7
2.5



Urban, Mobile, Professionals


Group 2
above Average Income
5.5%
6.2%


S07

Affluent Urban Singles
2.9
3.3


Slo

Young Professionals
1.4
1.5


S14

Urban Retirees and Professionals
1.2
1.4



Above Average Income, Homeowners,


Group 3
white-collar Families
10.2%
9.4%


S09

Non-urban Working Couples with Children
4.2
4.0


Sli

small-town Families
2.9
2.6


S16

Urban Working Families
3.1
2.8



Above Average Income, Older


Group 4
white-collar Workers
6.7%
6.6%


S08

Older Mobile Well‑Educated
2.0
2.0


S13

Older small-town Households
2.1
2.0


S15

Older Non-mobile Urban Households
2.6
2.6



Younger, Highly Mobile,


Group 5
Above Average Income
10.4%
10.1%


S06

Highly Mobile Young Families
3.1
3.0


S12

Highly Mobile Working Couples
3.8
3.8


S18

Working Couples with Children
1.4
1.3


S19

Young Ex‑Urban Families
2.1
2.0

TABLE 13.3. (Continued)



Percent of Percent of

ClusterPlus


U.S.
U.S

Segment
Description
Population Households



Younger, Mobile,


Group 6
Below Average Income, Fewer Children
10.5%
11.2


S17

Young Urban Educated Singles
2.2
2.6


S20

Group Quarters
1.3
0.7


S24

Young Urban Ethnics
2.6
3.1


S25

Young Mobile Apartment Dwellers
2.6
2.8


S35

Small‑Town Apartment Dwellers
1.8
2.0



Average Income,


Group 7
Blue‑Collar Families, Primarily Rural
14.7%
14.3


S21

Rural Families with Children
3.9
3.8


S23

Low Mobility Rural Families
1.8
1.7


S27

Average Income Families





in Single Units
2.0
2.0


S28

Mobile Less‑Educated Families
3.7
3.6


S36

Middle Income Hispanics
1.7
1.6


S37

Average Income blue-collar Families
1.6
1.6



Below Average Income,


Group 8
Older, Few Children
13.2%
13.7


S22

Older Below Average Income Homeowners
1.6
1.7


S26

Old Rural Retirees
2.1
2.2


S29

Older Urban Ethics
2.2
2.2


S31

Older Low Income Couples
1.8
1.9


S32

Lower Income Single Retirees
1.3
1.4


S33

Stable blue-collar Workers
1.9
1.9


S39

Low Income blue-collar Workers
2.3
2.4



Less Educated, Low Income


Group 9
Rural, blue-collar Workers
11.1%
10.9


S30

Low Income Farmers
2.0
2.0


S34

Rural blue-collar Workers
1.3
1.3


S41

Rural Manufacturing Workers
2.2
2.1


S42

Southern Low Income Workers
2.9
2.9


S43

Low Income Black Families
2.7
2.6



Very Low Income, Urban Blacks,


Group 10
Apartment Dwellers
8.5%
9.


S38

Lowest Income Urban Retirees
1.2
1.


S40

Lowest Income Retirees‑Old Homes
1.1
1.


S44

Center City Blacks
1.6
1.


S45

Lowest Income Urban Blacks
1.3
1.


S46

Lowest Income Hispanics
2.0
2.


S47

Lowest Income Black Female‑Headed
1.3
1.





Families

TABLE 13.4. The FRIZM Market Groups and Segments

PRIZM

Percent of U.S.
Percent of U.S.

Segment
Description

Population
Households


Group S1


S28
Blue Blood Estates
0.62
0.66


S08
Money and Brains
1.11
1.00


S05
Furs and Station Wagons
2.23
2.47


Group S2


S07
Pools and Patios
3.33
3.18


S25
Two More Rungs
1.06
0.94


S20
Young Influentials
2.95
2.61

TABLE 13.4. (Continued)

PRIZM

Percent of U.S.
Percent of U.S.

Segment
Description

Population
Households


Group S3


S24
Young Suburbia
5.30
5.80


S30
Blue‑Chip Blues
5.17
5.68


Group Ul


U21
Urban Gold Coast
0.47
0.28


U37
Bohemian Mix
0.83
0.60


U31
Black Enterprise
1.30
1.37


U23
New Beginners
4.80
4.29


Group T1


T01
God's Country
2.71
2.81


T17
New Homesteaders
4.77
4.93


T12
Towns and Gowns
2.16
2.29


Group S4


S27
Levittown, USA
4.65
4.53


S39
Gray Power
2.02
1.60


S02
Rank and File
1.15
1.11


Group T2


T40
blue-collar Nursery
1.67
1.86


T16
Middle America
4.92
4.94


T29
Coalburg and Corntown
2.61
2.66


Group U2


U03
New Melting Pot
1.37
1.16


U36
Old Yankee Rows
1.92
1.82


U14
Emergent Minorities
2.21
2.29


U26
Single City Blues
2.20
1.95


Group R1


R19
Shotguns and Pickups
2.53
2.69


R34
Agri‑Business
4.12
4.17


R35
Grain Belt
1.48
1.52


Group T3


T33
Golden Ponds
2.96
2.81


T22
Mines and Mills
1.87
1.90


T13
Norma Rae‑Ville
2.99
3.21


T18
Old Brick Factories
2.00
1.87


Group R2


R10
Back‑Country Folks
4.24
4.34


R38
Sharecroppers
3.66
3.83


R15
Tobacco Roads
1.01
1.12


R06
Hard Scrabble
1.03
1.11


Group U3


U04
Heavy Industry
2.09
2.00


U11
Downtown Dixie‑Style
2.41
2.39


U09
Hispanic Mix
1.60
1.70


U32
Public Assistance
2.48
2.51

CLARITAS: THE PRIZM SYSTEM

Company Background

In 1974 Jonathan Robbin, a computer scientist turned entrepreneur, introduced the first generation of PRIZM (Potential Rating Index for Zip Markets) using 1970 census data. Based in Alexandria, Virginia, Robbin's company Claritas (Latin for 11 clarity") had been launched earlier in 1971 .6 Before settling on a 40‑cluster solution, Claritas analysts tested more than three dozen models, some with as many as 100 clusters. However, the 40‑cluster version was an excellent compromise between manageability and discriminating power. In discussions with Michael Weiss, author of The Clustering of America, Robbins explains that "There's a greater latitude for error when the cookie cutter is so small and the number of unclassifiable types becomes quite large. With more clusters you could pinpoint a monastery or a prison, but that's hardly meaningful in a marketing sense."7

When the cluster system was launched in 1974' magazines such as Time Newsweek, and McCall's were among the first clients, sorting their subscription lists by cluster to publish upscale editions featuring ads promoting luxury cars and furs to residents of Blue Blood Estates and Money and Brains. As Weiss notes, "We leave a lengthy paper trail on how we behave, through subscription lists, mail orders, and warranty cards‑records that can be converted into clustered addresses. In the neighborhoods where people read The New Republic, for instance, they tend to eat croissants rather than white bread."'

In addition to PRIZM, the company now offers Affluent Markets (a system for reaching very high income households), Name Scoring Models (a PRIZM based multivariate procedure for selecting the most responsive names from a mailing list), REZIDE (an encyclopedia of ZIP code demographics), and QBase (a database of the most useful demographic data items geocoded by block group, census tract, market, and other census units).10

PRIZM

The PRIZM lifestyle segmentation system is the key to the successful integration of these and other Claritas products. PRIZM consists of 40 clusters divided into 12 supergroups as shown in Table 13.4. The names of many PRIZM clusters
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